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1. Annual Test Results 

This section of the report provides an overview of students’ participation, the distribution of 
students’ scale scores, and the distribution of students’ proficiency levels to see student 
performance of the ACCESS 602 administration. Results are presented, where appropriate, by 
grade-level cluster, grade, and tier (for Writing and Speaking), and also by state, by gender, and 
by race and ethnicity. 

The analyses in this section follow the U.S. Census Bureau’s approach to reporting race and 
ethnicity, in which ethnicity is a binary category (Hispanic or non- Hispanic), with five categories 
for race (American Indian/Alaskan Native, Asian, Black/African American, Pacific 
Islander/Hawaiian, and White) that are not mutually exclusive. Thus, for example, Student A 
may be labeled as Hispanic for ethnicity and Asian for race, while Student B may be labeled as 
non-Hispanic for ethnicity and both American Indian/Alaskan Native and Black/African 
American for race. Students who are labeled Hispanic are included in the Hispanic (of any race) 
category, regardless of how many racial categories they are included in. Students who are 
identified in one racial category (e.g., Asian) who have not been identified as Hispanic are 
identified in only one racial category; if they are identified in more than one racial category and 
have not been identified as Hispanic, they are labeled non-Hispanic multiracial. 

A subset of students was included in the descriptions of student participation and performance 
but were excluded from subsequent analyses, namely those students who were flagged as 
potentially having experienced test interruptions (that is, testing experiences that are outside 
of regular testing experiences). Using telemetry data, WIDA selected three variables that might 
potentially indicate interruption. The interruption indicators WIDA used are (1) longer than 
expected testing time, (2) number of appearances (e.g., more than one) of test items, and (3) 
number of log-ins. Records were flagged if they fell outside of established criteria for any of 
these three indicators. WIDA included students whose records were flagged as interrupted in 
the tables that describe participation in the assessment but excluded them from all subsequent 
analyses. Tables 1.1 through 1.4 summarize the numbers of students excluded from these 
analyses. On average, 4% to 12% of students were excluded in each cluster and domain. 
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2. Analysis of Domains 

The measurement model that forms the basis of the analysis for the development of ACCESS 
for ELLs is the Rasch measurement model (Wright & Stone, 1979). Additional information on its 
use in the development of the ACCESS for ELLs assessment program is available in WIDA 
Technical Report No. 1, Development and Field Test of ACCESS for ELLs (Kenyon, 2006). The 
original ACCESS test developers used Rasch measurement principles, and in that sense, the 
Rasch model guided all decisions throughout the development of the assessment and was not 
just a tool for the statistical analysis of the data. Thus, for example, data based on Rasch fit 
statistics guided the inclusion, revision, or deletion of items during the development and field 
testing of the test forms and will continue to guide the refinement and further development of 
the test. All Rasch analyses are conducted using the Rasch measurement software program 
Winsteps (Linacre, 2006). 

For Listening and Reading, the dichotomous Rasch model was used as the measurement 
model. Mathematically, the measurement model may be presented as  
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where  

Pni1 = probability of providing a correct response “1” by student “n” to item “i”  

Pni0 = probability of providing an incorrect response “0” by student “n” to item “i” 

Bn = ability of student “n” 

Di = difficulty of item “i” 

When the probability of a student providing a correct answer to an item equals the probability 
of a student providing an incorrect answer (i.e., 50% probability of getting it right and 50% 
probability of getting it wrong), Pni1/Pni0 is equal to 1. The log of 1 is 0. This is the point at which a 
student’s ability equals the difficulty of an item. For example, a student whose ability estimate is 
1.56 on the Rasch logit scale encountering an item whose difficulty is 1.56 on the Rasch logit 
scale would have a 50% probability of providing a correct answer to that item. 

The Rasch model was also used to score polytomous tasks. The Writing and Speaking tasks 
used a Rasch-grouped rating scale model, which is an extension of Andrich’s rating scale model 
(Andrich, 1978). Mathematically, this can be represented as  

log (
𝑃𝑛𝑔𝑖𝑘

𝑃𝑛𝑔𝑖(𝑘−1)
) = 𝛽𝑛 − 𝐷𝑔𝑖 − 𝐹𝑔𝑘 

where  

Pngik = probability of student “n” on task “i” receiving a rating at level “k” on rating scale “g”  

Pngi(k-1) = probability of student “n” on task “i” receiving a rating at level “k – 1” on rating scale “g” 
(i.e., the next lowest rating) 
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βn = ability of student “n” 

Dgi = difficulty of task “i” specific to rating scale “g” 

Fgk = step calibration value of category “k” relative to category ‘k – 1’ on rating scale “g” 

The subscript “g” is a group index specifying the group of tasks to which task “i” belongs. It also 
identifies the rating scale that was used for the group of tasks. There is only one rating scale 
(g = 1) in the Writing domain and two grouped rating scales (g = 2) in the Speaking domain. As 
with the dichotomous Rasch model, there is an item difficulty parameter (Dgi) for each item for 
rating scale “g” modeled by the Rasch rating scale model (Andrich, 1978). In addition, there is a 
step calibration value or step measure (Fgk) that corresponds to the location on the latent 
variable where the probability of being observed in the “k” and “k – 1” category for rating scale 
“g” is equal, relative to the difficulty measure of the task. The step measures are also the points 
where adjacent category probability “k – 1” and “k” curves for rating scale “g” intercept. All tasks 
that belong to the same rating scale group have the same step measures. As described in Part 1, 
Section 4.3, ratings on the ACCESS Writing Scoring Scale range from 0, 1, 1+, …, 6, and the 
possible raw scores range from 0 to 9. Writing raters use this scoring scale for all Writing tasks. 
We model all other Writing tasks using a single rating scale with possible raw scores of 0 to 9.  

In 2015–2016, with the transition to Online ACCESS, CAL conducted a Writing scaling study. 
Detailed information about the derivation of the Writing rating scale as well as the psychometric 
properties of the Writing rating scale are available in the 2016 scaling report (Center for Applied 
Linguistics, 2017). In 2019–2020, we redesigned the Writing test to allow for embedded field 
testing, reducing the number of operational tasks from three to two. For details on how we 
retained the 2016 rating scale parameters and maintained the Writing score scale, see Center 
for Applied Linguistics (2019). 

For Speaking, we model PL 1 tasks as a group on a 0–2 scale, and PL 3 and PL 5 tasks as a group 
on a 0–4 scale (see Part 1, Section 4.4). We conducted a study in the summer of 2016 to 
reconstruct the logit scales, and detailed information about the derivation as well as the 
psychometric properties of Speaking rating scales are available in the scaling report (Center for 
Applied Linguistics, 2017). 

Scale scores are calculated by transforming the student ability estimate via a scaling equation. 
The following scaling equations convert ability measures in logits to scale scores:  

• L:  (Ability Measure in Logits * 37.571) + 316.637 
• R:  (Ability Measure in Logits * 26.000) + 323.272 
• W: (Ability Measure in Logits * 26.851) + 303.332 
• S:  (Ability Measure in Logits * 29.248) + 265.076 

In the domains of Listening and Reading, we established the current ACCESS scale for the 
original paper-only version of the test and maintained this scale through the transition to an 
online- and paper-delivered test in the 2015–2016 school year (Series 400). Evidence for scale 
maintenance in the transitional year is described elsewhere (Center for Applied Linguistics, 
2016). In the domains of Writing and Speaking, we conducted a study in the summer of 2016 to 
reconstruct the logit scale (Center for Applied Linguistics, 2017).  
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PL scores are interpretations of these scale scores in terms of the proficiency levels described 
in the WIDA ELD Standards. These interpretations derive from a series of standard-setting 
studies, in which educators reviewed evidence from the test, either in the form of items for the 
selected response sections (Listening and Reading) or student portfolios for the constructed 
response sections (Writing and Speaking), to establish cut scores between the proficiency 
levels. The first standard-setting study for ACCESS took place in 2005; it established cut 
scores for all four domains by grade-level cluster (Kenyon, 2006). The second cut score study 
took place in 2007; it established cut scores for all four domains by grade level (Kenyon, Ryu, & 
MacGregor, 2013). These cut scores were used to derive proficiency level scores through the 
2015–2016 administration (Series 400) of ACCESS for ELLs. WIDA and CAL conducted a third 
cut score study in the summer of 2016 (Cook & MacGregor, 2017). The purpose of this study 
was to re-examine cut scores for each of the proficiency levels in light of the migration from the 
paper-and-pencil–only assessment to both online and paper delivery, the revision of the 
Speaking test, and the influence of college- and career-ready standards. These new cut scores 
were first used for ACCESS Series 401 (2016–2017 school year).  

A proficiency level score consists of a two-digit decimal number (e.g., 4.5). The first digit 
represents the student’s overall proficiency level range based on the student’s scale score. The 
number to the right of the decimal point is an indication of the proportion of the range between 
cut scores that the student’s scale score represents. A score of 4.5, for example, tells us that 
the student is in PL 4 and that the student’s scale score is halfway between the cut scores for 
PL 4 and PL 5. 

Unlike the scale scores, which form an interval scale and are continuous across grades from 
kindergarten to grade 12, PL scores are dependent upon the grade a student was in when the 
student took the assessment. For example, a score of 350 in Listening would be interpreted as 
a PL score of 5.8 for a grade 2 student, a 3.8 for a grade 5 student, a 3.1 for a grade 8 student, 
and a 2.3 for a grade 12 student.  

Because the bands between cut scores on the score scale vary in width, PL scores do not form 
an interval scale. Only scale scores should be used as interval measures. PL scores are at even 
intervals within a grade and proficiency level (e.g., in grade 3, the distance between 3.1 and 3.2 
is the same as the distance between 3.7 and 3.8), but they do not form an interval scale across 
proficiency levels. 

2.1 Complete Item or Task Analysis and Summary  

The tables in this section provide information on the psychometric qualities of the items and 
tasks. We provide values for item or task difficulties in logits, the number of items or tasks on 
the form, the average p-value (for forms with selected response items), and the Rasch model fit 
statistics. For Writing and Speaking, we also provide raw score distributions by task. 

Tables in this section have either two parts (in the case of Listening and Reading) or three parts 
(in the case of Writing and Speaking). The first part of the table gives a summary of the total 
set of items or tasks on the form. The second part provides statistics pertaining to the individual 
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items or tasks, and the third part (for Writing and Speaking only) expresses raw score 
distributions by task. 

For Listening and Reading, items form a pool for the multistage adaptive tests, and tables in 
this section provide information on every item in the grade-level cluster. For Writing, separate 
tables are provided for Tier A and Tier B/C forms, by grade-level cluster. For Speaking, which 
has tasks that are shared between Tier A and Tier B/C, there is one table for each grade-level 
cluster, which provides information on every task in the grade-level cluster. 

All Rasch analyses were conducted using the Rasch measurement software program Winsteps 
5.2.4.0 (Linacre, 2006). When speaking of the measure of student ability, we use the term 
“ability measure” (rather than “theta”, used commonly when discussing models based on item 
response theory). When speaking of the measure of how hard an item is, we use the term “item 
difficulty measure” (rather than “b parameter”, used commonly when discussing models based 
on item response theory). “Step measures” refer to the calibration of the steps in the Rasch 
rating scale model previously presented. All three measures (ability, difficulty, and step) are 
expressed in terms of Rasch logits, which then are converted into scores on the ACCESS score 
scale for reporting purposes.  

Fit statistics for the Rasch model are calculated by comparing the observed empirical data with 
the data that the Rasch model would be expected to produce if the data fit the model perfectly. 
Outfit mean square statistics for items and tasks are influenced by outlier responses for 
machine-scored dichotomous items or outlier ratings for rater-scored performance tasks. For 
example, a difficult item that some low-ability students get correct—for reasons unknown—will 
have a high outfit mean square statistic. Similarly, an easy item that some high-ability students 
get wrong will also have a high outfit mean square statistic. Infit mean square statistics are 
influenced by unexpected patterns of students’ responses and ratings on items and tasks that 
are roughly targeted for them and generally indicate a more serious measurement problem. The 
expectation for both statistics is 1.00, and values near 1.00 are not of great concern. Values less 
than 1.00 indicate that the response and rating patterns are too predictable and thus 
redundant, or the model is overfitting the data, but are not of great concern. High values are of 
greater concern.  

Linacre (2002b) provided more guidance on how to interpret these statistics for dichotomous 
items. He wrote: 

• Values greater than 2.0 “distort or degrade the measurement system.” [Note: We 
interpret “degrade” here in the sense of lowering the quality of the measurement 
system.] 

• Values between 1.5 and 2.0 are “unproductive for construction of measurement, but not 
degrading.”  

• Values between 0.5 and 1.5 should be considered “productive for measurement.”  
• Values below 0.5 are “less productive for measurement, but not degrading.”  

Linacre also stated in his guidance that infit problems are more serious to the construction of 
measurement than outfit problems.  
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Because we follow conservative guidelines in the development of ACCESS for ELLs, it is 
desired that the dichotomous items on the test forms have mean square fit statistics in the 
range of 0.5 to 1.5; and thus, they fit the range that is “productive for measurement” according 
to the aforementioned guidelines. The percentages of dichotomous items which have mean 
square statistics within this range are included in the following subsections, by domain. 

Since performance tasks are constructed and scored very differently from dichotomous items, 
it is not as straightforward to apply this same guidance to interpret these fit statistics for 
performance tasks that raters scored polytomously on a rubric scale. We design some 
performance tasks to elicit a restricted range of performances (for example, very easy tasks 
where we expect that most students will get the highest rating), and these tasks can cause the 
model to predict the data too well (overfitting). Conversely, when raters score performance 
tasks using a very wide rubric scale such as the ACCESS for ELLs Writing rubric, sometimes 
unmodeled noise or other sources of variance in the ratings of the students’ responses to the 
task will cause the model to underpredict those ratings (underfitting). Overall, for ACCESS for 
ELLs performance tasks, overfitting is more common than underfitting. Underfitting indicates 
that the task is less productive for measurement, but, according to Linacre (2002b), including 
the rating of the student’s performance on the task when calculating that student’s score does 
not degrade the measurement of the student’s performance. 

The first section of the Complete Item/Task Analysis and Summary table provides information 
about the total set of items or tasks and includes the item type (selected response or 
constructed response), the average item difficulty measure (in logits), the number of items, the 
average p-value (for Listening and Reading only), the average infit mean square statistic, and 
the average outfit mean square statistic. 

The second section of these tables presents results from the analyses of all the items or tasks 
on the test form. The first column in this section provides the unique item name. The second 
column presents the item or task difficulty measure, in logits. The third column indicates 
whether the item or task served as an anchor item or task, used to link score scales between 
series (see Section 2.7 for details), or is a dichotomously scored item (Listening and Reading). 
The fourth column shows the p-value (percentage of correct answers on that item). The final 
two columns show the Rasch fit statistics for the item or task. Folders with items that have fit 
statistics greater than 2.0 are evaluated by the test development team to determine whether 
and when the folders can be refreshed in the next test refreshment cycle. 

In addition, the Writing and Speaking tables have a section at the bottom of the table that 
provides raw score distributions by task. 

The results show that all items and tasks have infit mean square statistics less than 2.0 (which is 
the item selection and evaluation criteria) for all grade-level clusters and domains, indicating 
that the items and tasks provide trustworthy measures of ability for those students whose 
ability measures are in the region of the ability distribution that the items and tasks are 
targeting. As discussed earlier, the outfit mean square statistic is sensitive to outlier responses 
and scores that are not in the region of the ability distribution that the items and tasks are 
targeting. There are two items in the grades 2–3 Listening test that show outfit mean square 
statistics greater than 2.0. For the most part, these are very easy items, suggesting that there 
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might be some high-ability students getting these items incorrect and causing the outfit mean 
square statistics to be inflated. 

All items in the Listening and Reading domains have infit mean square statistics between 0.5 
and 1.5. All items in the Listening clusters 4–5 and 9–12, and all Reading clusters except cluster 1 
have outfit mean square statistics that fall between 0.5 and 1.5. Listening clusters 1, 2–3, 6–8 
and Reading cluster 1 have slightly lower outfit mean square statistics, with 98%, 94%, 98%, and 
99% falling between 0.5 and 1.5, respectively.  
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influenced some students’ performances on items. DIF attempts to find items that may be 
functioning differently for different groups based on criteria irrelevant to the construct that is 
purportedly being measured. We compare the performance of students on ACCESS for ELLs 
Online items and tasks by dividing students into two different groupings: first, males versus 
females; second, students of Hispanic ethnic background versus students of all other 
backgrounds. For the former analysis, females are the reference group, while males are the 
focal group. For the latter analysis, Hispanics are the reference group, while Non-Hispanics are 
the focal group. We exclude students for whom gender or ethnicity was unknown from both 
analyses. [Note: In the dataset, Hispanic ethnicity, as well as each of the race categories, is 
coded as a binary variable (Y/blank). Ethnicity information is counted as “Unknown” in cases 
where the student is recorded as blank for Hispanic ethnicity and also blank for every race 
category.] We used two commonly used procedures for detecting DIF: one for dichotomously 
scored items (Listening and Reading), conducted prior to operational testing, and one for 
polytomously scored items (Writing and Speaking), conducted on population data after the 
close of operational testing. 

For dichotomous items, weused the Mantel-Haenszel (M-H) chi-square statistic (Mantel & 
Haenszel, 1959) procedure, originally proposed by the Educational Testing Service (ETS). This 
procedure compares item-level performances of students in the two groups (e.g., males versus 
females), who are divided into subgroups based on their performance on the total test. We 
assume that if there is no DIF, a similar percentage of students in each group should get the 
item correct at any ability level (based on performance on the total test). We use the M-H chi-
square statistic to check the probability that the two groups performed comparably on each 
item across the ability groupings. The statistic is transformed into the “M-H delta” scale. This 
scale is symmetrical around zero, with a delta zero interpreted as indicating that neither group is 
favored. A positive result indicates that the focal group is favored; a negative result indicates 
that the reference group is favored.  

The existing M-H procedure was designed for fixed forms, where all students take the same set 
of items; therefore, the students can be matched on the number-correct score when 
computing the M-H statistic. In the multistage computerized adaptive test condition, however, 
not all students take the same set of items; thus, it is not possible to match students on the 
number-correct score. Instead, we use a computerized adaptive test M-H DIF procedure 
(Zwick, Thayer, & Wingersky, 1993) to examine DIF for the Listening and Reading domains. 
First, we derive the student’s expected true score for the entire item pool. To derive the 
expected true score, we transform each student’s Rasch ability estimate into the expected true 
score metric by calculating the sum of the item response functions in the operational item pool, 
which is evaluated at the estimated ability level of the student. We use the expected true score 
of the students as the matching variable for the M-H DIF procedure. Once we have matched 
students on the expected true score, the ordinary M-H DIF procedure and the ETS evaluation 
criterion for severity of M-H DIF can be applied. In CAL’s implementation of this method, 
students are matched for M-H DIF analysis based on this expected true score using two-unit 
intervals, as Zwick and Bridgeman (2014) recommended. We used a two-step purification 
process in conducting the DIF analysis; that is, we removed items with C-level DIF in the first 



WIDA ACCESS Annual Technical Report 20A Part 2 101 Series 602 Online (2023–2024) 

pass from the matching variable in the second stage, and then we recalculated the DIF for the 
remaining items. 

Because DIF is measured on a continuous scale, and because most items are likely to show 
some degree of DIF, it is useful to have guidelines to determine when the level of DIF requires 
further review of the item. We follow the guidance provided by ETS (Zieky, 1993) to classify 
items into DIF levels as follows: 

• A (no DIF) when the absolute value of delta is <1.0 
• B (weak DIF) when the absolute value of delta is 1.0 to 1.5 
• C (strong DIF) when the absolute value of delta is >1.5 

For polytomous items (i.e., Writing and Speaking tasks), we took a similar approach. Our 
approach was based on the M-H chi-square statistic and the standardized mean difference 
following procedures that ETS developed (Allen, Carlson, & Zalanak, 1999; Zwick, Donoghue, & 
Grima, 1993). These DIF procedures for polytomous items were used to identify tasks that 
exhibit DIF. We used JMetrik (Meyer, 2018), an open-source computer program for 
psychometric analysis, to conduct the analyses. The procedures implemented in JMetrik first 
calculate the Cochran-Mantel-Haenszel chi-square statistic for testing statistical significance. 
This statistic gives an indication of the probability that observed differences are the result of 
chance but does not indicate how significant that difference is. To indicate how significant the 
difference is, we calculate the standardized mean difference between the performances of the 
two comparison groups. The standardized mean difference compares the means of the two 
groups, adjusting for differences in the distribution of the groups across the values of the total 
raw scores. To standardize the outcome, this difference is divided by the item score range and 
serves as an effect size measure for the Cochran-Mantel-Haenszel chi-square statistic. This 
effect size measure (reported as standardized P-DIF in JMetrik) ranges from -1 to 1, which may 
present some interpretation challenges. To mitigate the negative value, the absolute value of 
the Cochran-Mantel-Haenszel chi-square statistic is used in JMetrik (Meyer, 2018) and the 
range of the rescaled effect size (standardized P-DIF*) is restricted to fall between 0 and 1. The 
effect size flagging criterion for polytomous items that ETS proposed (Allen et al., 1999) is also 
rescaled to the standardized P-DIF* metric (Meyer, 2018).  

Following guidance that ETS proposed for the National Assessment of Educational Progress 
(Allen et al., 1999), we classify ACCESS for ELLs Writing and Speaking tasks into three DIF 
levels as follows: 

• AA (no DIF), when the Cochran-Mantel-Haenszel chi-square statistic is not significant or 
when it is significant and standardized P-DIF* is <0.05 

• BB (weak DIF), when the Cochran-Mantel-Haenszel chi-square statistic is significant 
and standardized P-DIF* is ≥0.05 but <0.10 

• CC (strong DIF) when the Cochran-Mantel-Haenszel chi-square statistic is significant 
and standardized P-DIF* is ≥0.10 

The tables in this section provide a summary of the findings of the DIF analyses, by grade-level 
cluster, in the first table, followed by information for any item or task that showed B, BB, C, or 
CC-level DIF in the second table. The first column gives the DIF level: A, B, or C for 
dichotomous items or AA, BB, or CC for polytomous tasks (i.e., Writing and Speaking tasks). 
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2.3 Raw Score Distribution 

Figures and tables in this section provide raw score information for Speaking and Writing. For 
each grade-level cluster and tier combination, the figure shows the distribution of the raw 
scores. The horizontal axis shows the raw scores. The vertical axis shows the number of 
students (count). Each bar shows how many students received each raw score.  

Each table in this section summarizes results for a grade-level cluster and tier combination 
(e.g., Speaking 4–5 Tier A). For each table, results are broken down by grade and presented for 
the grade-level cluster for that tier. The following information is included in each table: 

• The number of students in the analyses (the number of students who were not absent, 
invalid, refused, exempt, or in the wrong grade-level cluster) 

• The minimum observed raw score 
• The maximum observed raw score 
• The mean (average) raw score 
• The standard deviation (std. dev.) of the raw scores 

Test design and student population impact the distribution of raw scores. In general, raw score 
distributions tend to be smoothly distributed with a single peak; however, there are several 
exceptions. Understanding these distributions supports the understanding of other statistical 
properties of the test forms. 

Speaking Pre-A forms are designed for students at the very earliest stages of English language 
proficiency. Students routed to the Pre-A form have very low performances on Listening and 
Reading and are administered three Speaking tasks, each scored 0 to 2, for a total raw score 
range of 0 to 6. Tasks on the Pre-A form are, by design, very easy and intended to ensure 
beginning students are not discouraged. Large numbers of students can achieve all six points 
on this form. Students routed to the A form take three PL 1 tasks, scored 0 to 2, and three PL 3 
tasks, scored 0 to 4, for a total raw score range of 0 to 18. Students routed to take the B/C 
form did not take the P1 tasks. These students take three PL 3 and three PL 5 tasks, each 
scoring 0 to 4. The total raw score range for the Tier B/C form is 0 to 24. Note that this is a 
scoring change for the Series 602 test as in the past we awarded these students two points on 
each of the three P1 tasks. 

2.3.1 Listening 

The ACCESS 2.0 Online Listening test is a multistage adaptive assessment. As students do not 
all take the same set of items in the test, raw score distributions are not presented. 

2.3.2 Reading 

The ACCESS 2.0 Online Reading test is a multistage adaptive assessment. As students do not 
all take the same set of items in the test, raw score distributions are not presented. 
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Figure 2.3.3.1.2 
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2.4 Scale Score Distribution  

The figures and tables in this section relate to the ACCESS for ELLs scale scores on each test 
form. We converted raw scores to vertically equated scale scores for each test form. The scale 
score distributions are presented by grade-level cluster. Additionally, for Writing and Speaking, 
we present the distributions by grade-level cluster and tier. 

For each test form, the figure shows the distribution of the scale scores. Scale scores are 
plotted on the horizontal axis. 

For Listening and Reading, we grouped the scale scores into units of five scale score points 
(e.g., 100–104, 105–109, 110–114, etc.). It should be noted that the scale score distribution is 
presented by grade level cluster. Because the Listening and Reading domains are computer 
adaptive, students were routed by the engine into one of three different tier folders across 
stages, where the folders differ in difficulties. Therefore, in some plots in this section, it may 
appear that there is more than one set of data presented. 

For Speaking and Writing, we plotted each individual scale score point for each test form. For 
figures that summarize both test forms in a cluster, we grouped scale scores into units of five 
scale score points. 

It should be noted that Speaking Pre-A forms are designed for students at the very earliest 
stages of English language proficiency. Students routed to the Pre-A form have very low 
performances on Listening and Reading and are administered three Speaking tasks, each 
scored 0 to 2, for a total raw score range of 0 to 6. Tasks on the Pre-A form are by design very 
easy and intended to ensure beginning students are not discouraged. Therefore, large numbers 
of students can achieve all 6 points on this form as reflected in the Pre-A tables and figures in 
this section.  

The number of students with scale scores falling into each range is plotted on the vertical axis. 

The tables in this section show, by grade and by total for the grade-level cluster: 

• The number of students in the analyses (count) 
• The minimum observed scale score 
• The maximum observed scale score 
• The mean (average) scale score 
• The standard deviation (std. dev.) of the scale score 
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2.5 Proficiency Level Distributions  

The figures and tables in this section provide information about the proficiency level 
distributions of the students who took each test form based on their performance by grade-
level cluster. For Writing and Speaking, we also present that information by grade-level cluster 
and tier.  

In the tables presented in this section, each row shows the following information, by grade (G#) 
and by total for the grade-level cluster: 

• The WIDA proficiency level designation (1–6) 
• The number of students (count) whose performance on the test form placed them into 

that proficiency level in the tested domain  
• The percentage of students, out of the total number of students taking the form, who 

were placed into that proficiency level in the tested domain  

In the figures, the horizontal axis shows the six WIDA proficiency levels. The vertical axis shows 
the percentage of students. Each bar shows the percentage of students who were placed into 
each proficiency level in the domain on this test form. 

Note that WIDA intends for students who are just beginning to learn English to take the 
Speaking Pre-A tier; therefore, WIDA does not expect students assigned to this tier to show 
proficiency above PL 1. 
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2.6 Raw Score to Scale Score to Proficiency Level Conversion for 
Speaking and Writing 

This section presents raw score to scale score conversions and associated proficiency levels for 
the test forms for Speaking and Writing.  

The first column in the tables shows all possible raw scores. The second column shows the 
corresponding scale score. The third column shows the conditional standard error of 
measurement (CSEM) in the metric of the scale score, multiplied by 1.96. The resulting number 
(CSEM x 1.96) is used to construct the confidence band as reported on students’ score reports. 
For example, if a student receives a scale score of 199 and if the CSEM multiplied by 1.96 is 45, 
then there is a 95% chance that the student’s true scale score will be found somewhere 
between 154 and 244. For additional detail on conditional standard error of measurement, see 
Section 5, Reliability. Following the CSEM, columns provide the proficiency level interpretation 
for each grade in the grade-level cluster. 

Performances that gain very few score points, and performances from students who gain all or 
almost all the score points, will have high CSEM values. The model does not precisely estimate 
these students’ abilities; they may be well below or well above the range that is measured by the 
test and therefore the error of measurement is large. We provide further detail on the CSEM as 
it relates to the interpretation of student performances in Section 5.3, which provides CSEM 
values for proficiency level cuts.  

Note that we truncate raw scores of zero where necessary so that the lowest scale score given 
is the scale score corresponding to a proficiency level score of 1.0.  

2.6.1 Listening 

The ACCESS Online Listening test is a multistage adaptive assessment. As students do not all 
take the same set of items in the test, raw to scale score conversion tables are not presented. 

2.6.2 Reading 

The ACCESS Online Reading test is a multistage adaptive assessment. As students do not all 
take the same set of items in the test, raw to scale score conversion tables are not presented. 
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refreshment plan. To meet these Series 602 targets, DRC field tested 87 Listening folders and 
111 Reading folders.  

For the Writing and Speaking domains, which are shorter, performance based, and which have 
additional content and exposure considerations in terms of task refreshment, WIDA and CAL 
assessment experts created the refreshment plan three years earlier to ensure that the test 
development effort could accommodate the refreshment target set for each series.  

The Writing test consists of two sets of operational tasks that target four of the five WIDA ELD 
Standards. The first set targets Standard 2: Language of Language Arts and Standard 5: 
Language of Social Studies. The second set targets Standard 3: Language of Mathematics and 
Standard 4: Language of Science. The test creators designed each set of operational tasks, as 
well as each set of anchor tasks, to measure student performance across the entire proficiency 
scale, from PL 1 to PL 6. We refresh one of the two sets each year, on an alternating schedule, 
so the two WIDA ELD Standards that the anchor tasks target alternate from year to year.  

The Speaking test consists of three sets of operational tasks that target all five WIDA ELD 
Standards. The first set targets Standard 1: Social and Instructional Language. The second set 
targets Standard 2: Language of Language Arts and Standard 5: Language of Social Studies. 
The third set targets Standard 3: Language of Mathematics and Standard 4: Language of 
Science. The test creators designed each set of operational tasks, as well as each set of anchor 
tasks, to measure student performance across the entire proficiency scale, from PL 1 to PL 6. 
Generally, we refresh one (or two) of the three sets each year on a rotating schedule, so the 
two WIDA ELD Standards that the anchor tasks target also rotate from year to year. This allows 
for the Speaking test to be of manageable length and still contain embedded field test tasks, in 
consideration of the seat time required of students to complete each Speaking performance 
task. We refreshed two panels, or six tasks, for Series 602.  

When we consider the sets of anchor tasks for the Speaking and Writing tests, it is important to 
note the overall assessment construct when we further consider the distribution of anchor 
tasks. The overarching goal of ACCESS for ELLs Online is to measure academic English 
language proficiency of students in each of the four domains. WIDA measures English language 
proficiency using a 6-level scale, which is defined in the WIDA Performance Definitions for the 
receptive domains (Listening and Reading) and productive domains (Speaking and Writing). 
WIDA does not have performance definitions that define a proficiency scale for each of the 
WIDA Standard Statements (e.g., no performance definitions exist specifically for Social and 
Instructional Language or the Language of Math). Given that proficiency in the WIDA Standard 
Statements is not defined, ACCESS for ELLs does not measure proficiency in the WIDA 
Standard Statements, and thus WIDA does not report proficiency scores for students at the 
level of the WIDA Standard Statements (see Part 1, Section 1.2). Therefore, it is not necessary 
for the anchor sets in Speaking and Writing to contain tasks that target all five of the WIDA 
Standard Statements. Rather, it is more important to ensure that each anchor task assesses the 
targeted proficiency levels so we can sufficiently claim that ACCESS for ELLs Online truly 
measures across the breadth of the proficiency scale. 

We used an equating procedure, known as common item equating, to equate the results from 
the new item/task pool and forms to the older item/task pool and forms using the common 



WIDA ACCESS Annual Technical Report 20A Part 2 253 Series 602 Online (2023–2024) 

items/tasks, which are items/tasks that appear in both Series 601 and 602 for all domains. The 
characteristics of the common items/tasks were kept the same between series, as were the 
wording, formatting, and other test characteristics such as graphics. Furthermore, common 
items/tasks appeared in the same item/task sequence position as they appeared in the 
previous test series. In this procedure, we kept constant across both pools and test forms the 
difficulty measures for the items and tasks included on both the new and the old forms. In this 
way, the test user may employ the same frame of reference when interpreting students’ scores 
on the newer test forms.  

For the Listening and Reading domains, we used a pre-equating design to conduct the annual 
equating using student data collected from the Series 602 embedded field test (See Part 1, 
Section 2.3.2). This design allowed for Listening and Reading item parameters to be available 
for setting up the computer adaptive engine prior to operational administration. We included in 
the final analyses all the student data that was available at the time that we conducted these 
equating analyses. All common items between Series 602 and 601, except for four Reading 
items, are used as anchors and were maintained in that role if they met two criteria: (1) the 
item/task displayed adequate fit (i.e., item/task mean square infit and outfit measures were 
between -1.30 and 1.30, and (2) the item/task exhibited no C-level or CC-level DIF. Using these 
criteria, we did not need to remove any common items/tasks from the anchor sets for any of 
the Series 602 tests before conducting the equating analysis. Because we included all Series 
601 operational items in the anchor set when conducting the annual equating, the content 
representation of the anchor set was not a concern. The four Reading items were dropped 
during 602 item selection meeting due to concerns of exposure issue, and hence 4 other 
folders were swapped into the 602 OP pool based on the decision made afterwards. 

For both the Writing and Speaking tests, DRC implemented an embedded field test design 
(See Part 1, Section 2.3.2).  

For the annual equating of the Writing test, DRC drew random samples of students from among 
those who had already taken the Writing test at the time of the draw, according to WIDA’s 
predetermined sampling plan. When implementing that sampling plan, DRC drew a fixed 
number of students by grade-level cluster and tiered forms, where the number of students 
drawn was proportional to the population means of the number of students across previous 
series for the grade-level cluster and tiered forms.  

For the annual equating of the Speaking test, DRC drew random samples of students from 
among those who had already taken the Speaking test at the time of the draw. When 
implementing that sampling plan, DRC drew a fixed number of students by grade-level cluster 
and tiered forms, where the number of students drawn was proportional to the population 
means of the number of students across previous series for the grade-level clusters. We 
included in the final analysis all the student data that was available at the time when we 
conducted our annual equating analyses.  

The standard equating procedure involves anchoring all items/tasks common to Series 602 
item/task pools and forms to their Series 601 values in the equating run, while the items and 
tasks parameters for new items and tasks were estimated. This procedure places the 
parameters of the new 602 items and tasks on the same scale as those of the 601 items and 



WIDA ACCESS Annual Technical Report 20A Part 2 254 Series 602 Online (2023–2024) 

tasks. For the Listening, Reading, and Speaking domains, we examined the displacement 
statistics of the anchored item/task after the first equating run. If the displacement statistics 
for any items and tasks is greater than the pre-established thresholds set by WIDA described 
below, the anchored items or tasks parameters will be re-estimated until the displacement 
statistics for all anchored items and tasks are below the thresholds. The displacement 
statistic shows the difference between the difficulty value of the anchored item/task and what 
its difficulty value would have been had we not anchored it. Smaller displacement statistics 
indicate more consistency between the item’s (or task’s) difficulty value on the Series 602 test 
form and on the Series 601 test form. Typically, displacements of less than 0.5 logits are 
unlikely to have much impact on measurement in a test instrument (Linacre, n.d.). For Listening 
and Reading items and P3 and P5 Speaking tasks, if this value was large (i.e., above 0.30 or 
below -0.30), that item was unanchored in the final equating run (i.e., it was treated as if it were 
a new item). For the Speaking P1 tasks, we used a slightly different displacement criterion 
(above 0.50 or below -0.50) since anchored P1 tasks from the Speaking domain have been 
found to be less stable than items and tasks from the other domains. Specifically, the test 
creators designed the Speaking P1 tasks to be very easy and therefore we can expect most 
students (98% to 99%) to get the full two points. As a result, the item difficulties for these P1 
tasks are susceptible to small sampling fluctuations. A slight change in the percentages of 
students getting the full two points, due to sampling fluctuation, tends to cause the task 
difficulty values to change such that the displacement statistics will be out of the -0.3 and 0.3 
range. If we were to use the same displacement criterion as other tasks, task difficulties for the 
P1 tasks would need to be re-estimated each time a slightly different sample is used to estimate 
them. Therefore, we used a more conservative estimate (-0.5 to 0.5) to evaluate the 
displacement statistics for the Speaking P1 tasks in order to ensure the stability of the Speaking 
scale scores. Since the Writing test has only one task anchored, there are no displacement 
statistics to evaluate. 

Because of an item exposure issue of the Speaking equating sample, WIDA requested a 
modification to the equating procedure for the Speaking test. Specially, three new tasks (Task 
ID: 19928, 19935, and 19013) were exposed during the time the data of the equating sample 
were collected. Due to the concern that the equating sample’s responses to these three tasks 
might have been compromised, CAL fixed the parameters of these tasks to their field test 
values instead of estimating them using the equating sample. For the rest of the anchored 
tasks, CAL evaluated their displacement statistics using normal procedure. 

The tables that follow present a summary of the equating results. The first section of each table 
compares the current test (i.e., the Series 602 version of that item/task pool and test form) to 
the previous year’s test (i.e., the Series 601 version of that item/task pool and test form). The 
table shows the number of items/tasks, the average item/task difficulty, the standard deviation 
of the item/task difficulty values, and the difficulty value of the easiest and hardest item/task 
on each test form. These values are in log-odd units, or logits (i.e., analyses carried out using 
Rasch measurement techniques, which produce equal-interval, linear measures expressed on a 
logit scale). In the domains of Listening and Reading, if the equating is successful, we would 
expect the average item difficulty values for the two series to be similar. This is true for these 
domains because they have many test items in the item pool, as well as large anchor sets. 
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Additionally, the Series 602 Writing domain tests consist of only two tasks, with only one task 
serving as an anchor between series. Therefore, we might expect some differences in the 
average difficulty values for the two Writing series. Similarly, we might expect some differences 
in the average difficulty values for the two Speaking series, as those test forms included only 
nine tasks, and one-third of the test served as the anchor between series.  

The second section of each table presents information about the anchor items/tasks and shows 
the total number of possible anchors that we initially anchored to the values from the previous 
series, as well as the average item/task difficulty and the average standard deviation of the 
difficulty values for those items/tasks. Next, the table shows the number of items/tasks that we 
anchored in the final equating run, again with the average item/task difficulty and the average 
standard deviation of those difficulty values for those items/tasks. Finally, the table gives the 
percentage of items/tasks that served as anchors and their average displacement values. In 
general, the larger the number and the higher the percentage of items/tasks anchored and the 
closer their average displacement is to 0.00, the more trustworthy the equating results will be 
(Jones & Smith, 2006; Stahl & Muckle, 2007).  

The third section of each table gives information about the anchor items/tasks, both by order 
of displacement statistics and by order of item/task difficulty. The displacement statistics 
provide information regarding the difference between the difficulty value of each anchored 
item/task and what that difficulty value would have been had we not anchored the item/task. 
Smaller displacement statistics indicate more consistency between the item’s (or task’s) 
difficulty value between the Series 602 test form and on the Series 601 test form. The anchor 
items/tasks appearing on a given test form should have a range of item/task difficulties that 
mirrors the range of item/task difficulties in the entire pool (Kolen & Brennen, 2004). 

The tables for the Writing and Speaking domains have a fourth section, which provides the 
anchored Rasch rating scale model step measures for each task (also known as Rasch 
structure calibrations, step parameters, step calibrations, or Rasch-Andrich thresholds). Step 
measures identify the particular points along the student proficiency continuum where it is 
equally probable that a rater evaluating a student’s response to a task would have assigned a 
score in either of two adjacent score categories. That is, a step measure indicates how likely it is 
for a student to receive a score in a particular score category relative to the adjacent score 
category on that scale. It is not a measure of the difficulty of the category (Linacre, 2004).  

If the score categories are working as those who designed the scoring scale intended, the step 
measures should advance from step to step by at least 1.4 logits, but not more than 5.0 logits 
(Linacre, 2004). However, the required degree of advancement in the step measures lessens 
as the number of score categories increases. For practical purposes, advances of 1.4 logits are 
generally not required to be able to make valid inferences regarding a student’s level of 
proficiency based on their score (Linacre, 2004).  

If the step measures do not advance, then that indicates that the raters likely assigned few 
scores in one (or more) score categories, resulting in a set of “disordered” thresholds. When the 
frequency of scores that raters assigned in a category is low, then the step measure for that 
category will be imprecisely estimated and potentially unstable (Linacre, 2004). 
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For the Writing test forms, multiple tasks appeared on each form. We employed a rating scale 
model to analyze the scores that the raters assigned to students’ written responses to those 
tasks. When using this model, we assumed that the raters similarly used the score categories 
when assigning scores to students’ responses to both tasks included on the test form. That is, 
under this assumption, when Winsteps analyzed the students’ Writing scores, it treated the 3s 
that raters assigned to students’ responses to one task as equivalent to the 3s that raters 
assigned to students’ responses on another task. Similarly, the computer program treats the 4s 
that raters assigned to students’ responses to one task as equivalent to the 4s that raters 
assigned to students’ responses on another task. Accordingly, the output from the Winsteps 
analysis reports a single set of step measures that applied to both the Writing tasks appearing 
on that test form. The Writing step measures advanced from step to step except from Step 1 to 
Step 2, which indicated that raters tended to assign fewer scores of 1 when compared with the 
other score categories. The advances in the step measures ranged from 0.17 logits (from Step 2 
to Step 3) to 1.28 logits (from Step 6 to Step 7). While these findings do not signal optimal 
scoring scale functioning (i.e., the step measures did not advance from step to step by at least 
1.4 logits), raters’ use of the Writing Scoring Scale should still yield student scores that test 
users can meaningfully interpret (Linacre, 2004). To provide anchors for the calibration of new 
Writing tasks, to facilitate their placement onto the common WIDA score scale each year, we 
held the step measures constant.  

For the Speaking test forms, we used a rating scale model to analyze the scores that raters 
assigned students’ responses to all the PL 1 tasks, assuming that raters used the three score 
categories (0–2) on that scoring scale in a similar manner when evaluating students’ oral 
responses to those tasks. Similarly, we used the same rating scale model to analyze the scores 
that raters assigned students’ responses to the PL 3 and PL 5 tasks, assuming that raters used 
the five score categories (0-4) on that scoring scale in a similar manner when evaluating 
students’ oral responses to those tasks. Therefore, the step measures for all PL 1 tasks were the 
same, and the step measures for all PL 3 and PL 5 tasks were the same. The Speaking step 
measures advanced from step to step for the PL 1 tasks and for the PL 3 and PL 5 tasks. For 
the PL 1 tasks, the step measures advanced by 1.12 logits from Step 1 to Step 2. For the PL 3 and 
PL5 tasks, the advances in the step measures ranged from 0.85 logits (from Step 1 to Step 2) 
to 3.26 logits (from Step 2 to Step 3). While these findings do not signal optimal scoring scale 
functioning (i.e., the step measures did not all advance from step to step by at least 1.4 logits), 
raters’ use of the two Speaking Scoring Scales should still yield student scores that test users 
can meaningfully interpret (Linacre, 2004). As with Writing, these constant step measures help 
to provide anchors in the calibration of new Speaking tasks, facilitating their placement onto 
the common WIDA score scale each year.  

The tables in the next section of this report reveal that the average difficulty levels for the 
items appearing on the Series 602 Listening and Reading test forms were similar to those for 
the previous series for all grade-level clusters. For the Listening domain, the differences in the 
average difficulty levels ranged from -1.11 logits (for grade 1) to 1.87 logits (for grades 9–12). 
Similarly, for the Reading domain, the differences in the average difficulty levels ranged from -
0.96 logits (for grade 1) to 2.37 logits (for grades 9–12). For each Listening and Reading test 
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form, the anchor items represented a wide range of difficulties that spanned nearly the entire 
item difficulty continuum.  

The differences in the average difficulty levels for the tasks appearing on the Writing test forms 
for Series 602 and 601 were less than 0.20 logits for all grade-level clusters and tiers, except 
for grades 4–5 Tier B/C and grades 6-8 Tier B/C. For grades 4-5 Tier B/C, the difference was 
0.21 logits and for grades 6-8 Tier B/C, the difference was 0.24. 

The differences in the average difficulty levels for the tasks appearing on the Speaking test 
forms for Series 602 and 601 were less than 0.20 logits for all grade-level. For each Speaking 
test form, the anchor tasks represented a range of difficulties that spanned nearly the entire 
task difficulty continuum.  

WIDA psychometricians reviewed the equating plans before CAL conducted the equating 
analyses. The WIDA psychometricians then reviewed the equating results at the conclusion of 
the equating project to ensure that the equating was carried out correctly and the results were 
deemed reasonable. Besides the evidence listed above to the success of the equating results, 
WIDA and CAL psychometricians compare scoring tables across years to ensure that scores are 
comparable across test series, which demonstrates that the tests are comparable across series.  
In addition, WIDA and CAL psychometricians reviewed the annual equating results and 
identified issues that they felt they needed to bring to the attention of the WIDA Technical 
Advisory Committee.  
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2.8 Test Characteristic Curve 

Test characteristic curves (TCC) graphically show the functional relationship between a 
student’s ability measure (in logits) on the horizontal axis and that student’s expected raw score 
(i.e., the estimated true score) on the vertical axis. Thus, for a given ability measure, the 
corresponding expected raw score can be found via the TCC. For reporting purposes, WIDA 
uses the student’s ability measure to determine the proficiency level. Since the TCC transforms 
ability measures to expected raw scores, this representation allows test users to relate a 
student’s ability measure to his/her proficiency level (i.e., a more familiar frame of reference 
that test users employ to interpret students’ scores), based on that student’s expected total 
raw score.  

Mathematically, the TCC is the sum of all item/task characteristic functions for the items and 
tasks included on the test form (Lord, 1980). Thus, the TCC depends on the item/task 
characteristic functions (Lord, 1980). The shape of the TCC depends on several factors, 
including the number and the characteristics of the items/tasks, the item response theory 
model used, and the values of the item/task parameters. Consequently, there is no explicit 
formula for the TCC, and there are no parameters for the curve (Baker & Kim, 2017). As we 
present the Listening and Reading Online ACCESS tests in a multistage adaptive format and 
they are not fixed test forms, it is not appropriate to present TCCs for these tests.  

Since raters use a polytomous scoring scale for Writing and Speaking tasks, the shapes of the 
TCCs for these tests are also affected by the parameter values for the individual categories on 
the scoring tools that raters use to evaluate students’ responses to the tasks. These scoring 
tools have more score categories than the scoring schemes used for evaluating students’ 
responses to multiple-choice items, which we typically score using just two categories— “right” 
or “wrong.” By contrast, the Writing and Speaking rating scales have multiple score categories. 
For Writing, the rating scale has six whole score categories with an additional three in-between 
“plus” score categories, for a total of nine possible score points; for Speaking, the rating scale 
has five score categories. Therefore, the student ability measures for the Writing and Speaking 
domains will span a wide logit range (e.g., for the grade 1 Tier A Writing test, the student ability 
measures shown on the horizontal axis of Figure 2.8.3.1.1 range from -6 logits to 7 logits, a 13-
logit spread).  

Ideally, a TCC will be a smooth monotonically, or continuously increasing, S-shaped probability 
curve. However, when raters use multicategory rating scales to evaluate students’ responses, 
they frequently do not assign equal numbers of scores in each of those categories. 
Consequently, the resulting adjacent score category boundaries may not be equidistant, and, 
indeed, in some cases, they may even be far apart if raters assign few scores in certain 
categories. In this situation, the curve of the TCC is likely to be somewhat bumpy or uneven 
across the student ability continuum. (The closer the adjacent score category boundaries are, 
the smoother the rise of the TCC along the student ability continuum.) Additionally, for some 
tests, the TCC may rise in a smooth S-shaped curve over the initial segment of the student 
ability continuum, but then plateau in the area between the boundaries of adjacent score 
categories before rising smoothly again, which would reflect the raters’ uneven use of the score 
categories on the rating scale. We see this pattern in the TCCs for the Writing and Speaking 
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tests. The TCCs for other tests that include open-ended tasks, such as the National 
Assessment of Educational Progress Writing assessment (Muraki, 1993), often have this shape. 

There are five vertical lines in each of the TCC figures indicating, for each test form, the cut 
scores for the highest grade in each grade-level cluster, dividing each figure into six sections 
that denote the WIDA proficiency levels (PL 1–PL 6) for the domain. As would be expected, 
higher raw scores are required for placement in higher proficiency levels. The relative width of 
each section between the cut score lines gives an indication of how many raw score points a 
student must achieve to be placed into a WIDA proficiency level. 

2.8.1 Listening 

The ACCESS 2.0 Online Listening test is a multistage adaptive assessment. As students do not 
all take the same set of items in the test, no test characteristic curve is presented. 

2.8.2 Reading 

The ACCESS 2.0 Online Reading test is a multistage adaptive assessment. As students do not 
all take the same set of items in the test, no test characteristic curve is presented. 

2.8.3 Writing 

2.8.3.1 Grade 1 

Figure 2.8.3.1.1 

Test Characteristic Curve: Writ 1 A S602 Online 
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Figure 2.8.3.1.1 Test Characteristic Curve: Writ 1 A S602 Online
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Figure 2.8.3.1.2 

Test Characteristic Curve: Writ 1 B/C S602 Online 

 

2.8.3.2 Grades 2–3 

Figure 2.8.3.2.1 

Test Characteristic Curve: Writ 2–3 A S602 Online 
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Figure 2.8.3.1.2 Test Characteristic Curve: Writ 1 B/C S602 Online
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Figure 2.8.3.2.1 Test Characteristic Curve: Writ 2-3 A S602 Online



WIDA ACCESS Annual Technical Report 20A Part 2 297 Series 602 Online (2023–2024) 

Figure 2.8.3.2.2. 

Test Characteristic Curve: Writ 2–3 B/C S602 Online 

 

2.8.3.3 Grades 4–5 

Figure 2.8.3.3.1 

Test Characteristic Curve: Writ 4–5 A S602 Online 
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Figure 2.8.3.2.2 Test Characteristic Curve: Writ 2-3 B/C S602 Online
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Figure 2.8.3.3.1 Test Characteristic Curve: Writ 4-5 A S602 Online
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Figure 2.8.3.3.2 

Test Characteristic Curve: Writ 4–5 B/C S602 Online 

 

2.8.3.4 Grades 6–8 

Figure 2.8.3.4.1 

Test Characteristic Curve: Writ 6–8 A S602 Online 

 

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18

-4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10

E
x

p
e
c
te

d
 R

a
w

 S
c
o

re

Ability Measure

Figure 2.8.3.3.2 Test Characteristic Curve: Writ 4-5 B/C S602 Online
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Figure 2.8.3.4.1 Test Characteristic Curve: Writ 6-8 A S602 Online
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Figure 2.8.3.4.2 

Test Characteristic Curve: Writ 6–8 B/C S602 Online 

 

2.8.3.5 Grades 9–12 

Figure 2.8.3.5.1 

Test Characteristic Curve: Writ 9–12 A S602 Online 
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Figure 2.8.3.4.2 Test Characteristic Curve: Writ 6-8 B/C S602 Online
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Figure 2.8.3.5.1 Test Characteristic Curve: Writ 9-12 A S602 Online
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Figure 2.8.3.5.2 

Test Characteristic Curve: Writ 9–12 B/C S602 Online 

 

2.8.4 Speaking 

2.8.4.1 Grade 1 

Figure 2.8.4.1.1 

Test Characteristic Curve: Spek 1 Pre-A S602 Online 
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Figure 2.8.3.5.2 Test Characteristic Curve: Writ 9-12 B/C S602 Online
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Figure 2.8.4.1.1

Test Characteristic Curve: Spek 1 Pre-A S602 Online
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Figure 2.8.4.1.2 

Test Characteristic Curve: Spek 1 A S602 Online 

 
Figure 2.8.4.1.3 

Test Characteristic Curve: Spek 1 B/C S602 Online 
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Figure 2.8.4.1.2

Test Characteristic Curve: Spek 1 A S602 Online

0

3

6

9

12

15

18

21

24

27

30

-8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7

E
x
p

e
c
te

d
 R

a
w

 S
c
o

re

Ability Measure

Figure 2.8.4.1.3

Test Characteristic Curve: Spek 1 B/C S602 Online
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2.8.4.2 Grades 2–3 

Figure 2.8.4.2.1 

Test Characteristic Curve: Spek 2–3 Pre-A S602 Online 

 
Figure 2.8.4.2.2 

Test Characteristic Curve: Spek 2–3 A S602 Online 
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Figure 2.8.4.2.1

Test Characteristic Curve: Spek 2-3 Pre-A S602 Online
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Figure 2.8.4.2.2

Test Characteristic Curve: Spek 2-3 A S602 Online
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Figure 2.8.4.2.3 

Test Characteristic Curve: Spek 2–3 B/C S602 Online 

 

2.8.4.3 Grades 4–5 

Figure 2.8.4.3.1 

Test Characteristic Curve: Spek 4–5 Pre-A S602 Online 
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Figure 2.8.4.2.3

Test Characteristic Curve: Spek 2-3 B/C S602 Online
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Figure 2.8.4.3.2 

Test Characteristic Curve: Spek 4–5 A S602 Online 

 
Figure 2.8.4.3.3 

Test Characteristic Curve: Spek 4–5 B/C S602 Online 
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Figure 2.8.4.3.2

Test Characteristic Curve: Spek 4-5 A S602 Online
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Figure 2.8.4.3.3

Test Characteristic Curve: Spek 4-5 B/C S602 Online
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2.8.4.4 Grades 6–8 

Figure 2.8.4.4.1 

Test Characteristic Curve: Spek 6–8 Pre-A S602 Online 

 
Figure 2.8.4.4.2 

Test Characteristic Curve: Spek 6–8 A S602 Online 
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Figure 2.8.4.4.1

Test Characteristic Curve: Spek 6-8 Pre-A S602 Online
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Figure 2.8.4.4.3 

Test Characteristic Curve: Spek 6–8 B/C S602 Online 

 

2.8.4.5 Grades 9–12 

Figure 2.8.4.5.1 

Test Characteristic Curve: Spek 9–12 Pre-A S602 Online 
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Figure 2.8.4.4.3

Test Characteristic Curve: Spek 6-8 B/C S602 Online
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Figure 2.8.4.5.2 

Test Characteristic Curve: Spek 9–12 A S602 Online 

 
Figure 2.8.4.5.3 

Test Characteristic Curve: Spek 9–12 B/C S602 Online 
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Figure 2.8.4.5.2

Test Characteristic Curve: Spek 9-12 A S602 Online
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2.9 Test Information Function 

With Rasch measurement models, as with any measurement model that is based on item 
response theory, one can use the item/task information function (Lord, 1980) to model the 
relationship between a student ability measure (in logits) and the amount of information that 
the students’ responses to that item (or task) provides about that student’s true ability. Tests 
perform differently for students who have differing levels of ability. Difficult items (or tasks) 
provide useful information for differentiating among higher-ability students but are not useful 
for differentiating among lower-ability students. Conversely, easy items (or tasks) provide 
useful information for differentiating among lower-ability students but not for differentiating 
among higher-ability students. Consequently, an item (or task) will provide maximum 
information when it is well targeted to the ability measure of the student (Reise, 1999).  

The item/task information function indicates the amount of information that students’ 
responses to that item (or task) provides to help reduce our uncertainty regarding a student’s 
true ability measure. The more information we have about the ability measure, the more certain 
or confident we can be in that estimate of the student’s ability. If the amount of information is 
large, that means that we have estimated with a higher degree of certainty a student whose 
true ability is at that level. Therefore, the ability measures for students whose scores lie within 
that region of the ability continuum will be reasonably close to their true values. Conversely, if 
the amount of information is small, that means that we have estimated with a lower degree of 
certainty the student whose true ability is at that level. Consequently, the ability measures for 
students whose scores lie within that region of the ability continuum will be further away from 
their true values.  

Mathematically, for an item (or task), the amount of information for a given ability level is the 
reciprocal of the variance of the ability measure at the level. In other words, for that item (or 
task), the information value is the inverse squared of the standard errors of measurement for a 
given ability measure. Therefore, for that item (or task), the information value also provides 
information about the precision of the ability measure along the ability continuum.  

The test information function (TIF) aggregates the item/task information functions across 
all the items (and/or tasks) on the test form or in the item pool. Since for an item (or task) the 
information value is the inverse squared of an ability measure’s standard error of measurement, 
the TIF reflects, for the whole test, the standard error of measurement for all ability measures. 
When the TIF is presented graphically as the test information curve, it shows how well the test is 
measuring across the continuum of student ability in terms of the amount of information (i.e., 
certainty), or the amount of measurement precision, the test provides at each ability level. The 
higher the curve in a particular region of the ability continuum, the more information the test 
provides at the ability level. 

Since the TIF is the sum of all item/task information functions on the test form (Lord, 1980), 
the TIF depends on the information functions (Lord, 1980) of the individual items/tasks 
included on the test form or in the item pool. The shape of the test information curve depends 
on several factors, including the number and characteristics of items/tasks, the item response 
theory model used, and the values of the item/task parameters. With some exceptions, there is 
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a general pattern to the shape of test information curves. Test information curves peak in the 
region of the student ability continuum where the test provides higher discrimination and more 
precise measurement as compared to other regions where the curve is less peaked, normally at 
the lower and upper ends of the ability continuum. When the test form consists of multiple-
choice items such as in the Listening and Reading domains, the test information curve is usually 
unimodal.  

The parameter values for the individual categories on the scoring tools that raters use to 
evaluate students’ responses to the tasks, in addition to the factors mentioned earlier, affect 
the shape of the test information curves for the Writing and Speaking tests. Accordingly, some 
refer to these test information curves as “category information functions” (Engelhard & Wind, 
2018). The scoring scales that the raters use have more score categories than the scoring 
schemes used for evaluating students’ responses to multiple-choice items, which typically have 
just two categories— “right” or “wrong.” Additionally, we designed the scoring scales to measure 
a wide range of student performance on a task. Consequently, the resulting adjacent score 
category boundaries may not be equidistant, and, indeed, in some cases, they may even be far 
apart if raters assign few scores in certain categories. In this situation, a test information curve 
will have one (or more) dips in the region(s) between the adjacent score category boundaries, 
indicating the loss of information in the corresponding ability range(s) and a decrease in the 
amount of information that certain score categories provide (Engelhard & Wind, 2018). 
Therefore, the shape of a test information curve for an ACCESS Writing or Speaking test may 
not be unimodal and instead may have two (or more) peaks. For example, suppose that a test 
information curve reveals a dip in the region of the student writing ability continuum where 
raters would have assigned a score of 3. That suggests that students who received a score of 3 
may have displayed potentially substantively meaningful differences in writing ability that the 
raters were not able to adequately distinguish when they used the 9-point Writing Scoring 
Scale to assign scores or, alternatively, that the score categories did not describe salient 
characteristics of students’ writing that would make it possible for the raters to distinguish 
reliably among the students’ responses in that region of the student ability continuum 
(Engelhard & Wind, 2018, pp. 316-319). The ACCESS Writing and Speaking tests are not the 
only assessments that have test information curves with these unusual shapes. The test 
information curves for other tests composed of open-ended tasks, such as the National 
Assessment of Educational Progress Writing assessment, also show a similar “dipping” pattern 
(Muraki, 1993). 

The figures in this section plot the TIFs and show graphically the amount of information that the 
test provided across the continuum of student ability. For each test form, the five vertical lines 
in the figure indicate the ACCESS cut scores for the highest grade in each grade-level cluster, 
dividing the figure into six sections denoting the WIDA proficiency levels (PL 1–PL 6) for the 
domain. The test information curve and the corresponding ACCESS cut-score lines are both 
expressed on the ACCESS logit scale. Note that for the Speaking test, in Tier Pre-A, all scores 
are within the PL 1.0 range, so for some graphs, no vertical lines are showing the cut scores 
between proficiency levels. 

The inclusion of the ACCESS cut-score lines in these figures is meant only to facilitate the 
visual interpretation of the test information curves relative to the ACCESS cut scores by 
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domains. These lines provide a benchmark for WIDA and CAL assessment experts to examine 
the ability range for which each test seems to be more (or less) accurate in estimating student 
ability. Readers should note that most states that use ACCESS for ELLs do not make 
reclassification decisions based solely on students’ domain scale scores. Rather, the majority of 
these states set their reclassification (or exit) criterion based on a student’s Overall composite 
scale score, which is a weighted sum of a student’s four domain scale scores. Only a few states 
use those four domain scale scores in addition to the student’s Overall composite scale score 
when making a reclassification decision. Therefore, from the WIDA policy perspective, it is more 
important to ensure that we minimize the measurement error near the cut score that most 
states use to set their reclassification criterion on the Overall composite scale score. We report 
the conditional standard errors of measurement (CSEMs) for the Overall composite scale 
scores in Section 5.6. 

In addition to the TIF graphs by tier, for the Writing and Speaking tests, in the same graph we 
provide plots of the TIFs across tiers, by grade-level cluster. Test users may find it useful to 
compare the ability ranges across tiers, noting for each tier where the curve displays its highest 
peaks (i.e., where the most measurement information is provided). For example, as shown in 
Figure 2.9.3.1.3, the test information curve across tiers for Writing grade 1 reveals that the 
Writing grade 1 Tier A form provided more information about student ability measures that were 
either just below the PL 2 cut score or just below the PL 5 cut score. By contrast, the Writing 
grade 1 Tier B/C form provided more information about the student ability measures that were 
either just above the PL 2 cut score or just above the PL 5 cut score. The plot also shows that 
the Writing grade 1 Tier A form provided more information for those student ability measures in 
the lowest range (i.e., ability measures of -0.5 logits or lower), while the Writing grade 1 Tier 
B/C form provided more information than the grade 1 Tier A form for the rest of the student 
ability measures, especially those in the higher ability range. Lastly, consistent with the 
purposes of the test design, there is also considerable overlap between the ranges of writing 
ability that the two forms cover. 
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2.9.1 Listening 

2.9.1.1 Grade 1 

Figure 2.9.1.1 

Test Information Curve: List 1 S602 Online 

 

2.9.1.2 Grades 2–3 

Figure 2.9.1.2 

Test Information Curve: List 2–3 S602 Online 
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Figure 2.9.1.1 
Test Information Curve: List 1 S602 Online
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Figure 2.9.1.2

Test Information Curve: List 2-3 S602 Online



WIDA ACCESS Annual Technical Report 20A Part 2 312 Series 602 Online (2023–2024) 

2.9.1.3 Grades 4–5 

Figure 2.9.1.3 

Test Information Curve: List 4–5 S602 Online 

 

2.9.1.4 Grades 6–8 

Figure 2.9.1.4 

Test Information Curve: List 6–8 S602 Online 
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Figure 2.9.1.3

Test Information Curve: List 4-5 S602 Online
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Figure 2.9.1.4

Test Information Curve: List 6-8 S602 Online
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2.9.1.5 Grades 9–12 

Figure 2.9.1.5 

Test Information Curve: List 9–12 S602 Online 

 

2.9.2 Reading 

2.9.2.1 Grade 1 

Figure 2.9.2.1 

Test Information Curve: Read 1 S602 Online 
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Figure 2.9.1.5

Test Information Curve: List 9-12 S602 Online
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Figure 2.9.2.1 

Test Information Curve: Read 1 S602 Online
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2.9.2.2 Grades 2–3 

Figure 2.9.2.2 

Test Information Curve: Read 2–3 S602 Online 

 

2.9.2.3 Grades 4–5 

Figure 2.9.2.3 

Test Information Curve: Read 4–5 S602 Online 
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Figure 2.9.2.2

Test Information Curve: Read 2-3 S602 Online
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Figure 2.9.2.3

Test Information Curve: Read 4-5 S602 Online
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2.9.2.4 Grades 6–8 

Figure 2.9.2.4 

Test Information Curve: Read 6–8 S602 Online 

 

2.9.2.5 Grades 9–12 

Figure 2.9.2.5 

Test Information Curve: Read 9–12 S602 Online 
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Figure 2.9.2.4

Test Information Curve: Read 6-8 S602 Online
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Figure 2.9.2.5

Test Information Curve: Read 9-12 S602 Online
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2.9.3 Writing  

2.9.3.1 Grade 1 

Figure 2.9.3.1.1 

Test Information Curve: Writ 1 A S602 Online 

 
Figure 2.9.3.1.2 

Test Information Curve: Writ 1 B/C S602 Online 
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Figure 2.9.3.1.1 Test Information Curve: Writ 1 A S602 Online
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Figure 2.9.3.1.2 Test Information Curve: Writ 1 B/C S602 Online
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Figure 2.9.3.1.3 

Test Information Curve: Writ 1 S602 Online 

 

2.9.3.2 Grades 2–3 

Figure 2.9.3.2.1 

Test Information Curve: Writ 2–3 A S602 Online 
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Figure 2.9.3.1.3 Test Information Curve: Writ 1 S602 Online
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Figure 2.9.3.2.1 Test Information Curve: Writ 2-3 A S602 Online
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Figure 2.9.3.2.2 

Test Information Curve: Writ 2–3 B/C S602 Online 

 
Figure 2.9.3.2.3 

Test Information Curve: Writ 2–3 S602 Online 
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Figure 2.9.3.2.2 Test Information Curve: Writ 2-3 B/C S602 Online
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2.9.3.3 Grades 4–5 

Figure 2.9.3.3.1 

Test Information Curve: Writ 4–5 A S602 Online 

 
Figure 2.9.3.3.2 

Test Information Curve: Writ 4–5 B/C S602 Online 

 

0

1

2

3

4

5

-5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8

In
fo

rm
a

ti
o

n

Ability Measure

Figure 2.9.3.3.1 Test Information Curve: Writ 4-5 A S602 Online
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Figure 2.9.3.3.2 Test Information Curve: Writ 4-5 B/C S602 Online
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Figure 2.9.3.3.3 

Test Information Curve: Writ 4–5 S602 Online 

 

2.9.3.4 Grades 6–8 

Figure 2.9.3.4.1 

Test Information Curve: Writ 6–8 A S602 Online 
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Figure 2.9.3.3.3 Test Information Curve: Writ 4-5 S602 Online
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Figure 2.9.3.4.1 Test Information Curve: Writ 6-8 A S602 Online
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Figure 2.9.3.4.2 

Test Information Curve: Writ 6–8 B/C S602 Online 

 
Figure 2.9.3.4.3 

Test Information Curve: Writ 6–8 S602 Online 
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Figure 2.9.3.4.2 Test Information Curve: Writ 6-8 B/C S602 Online
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2.9.3.5 Grades 9–12 

Figure 2.9.3.5.1 

Test Information Curve: Writ 9–12 S602 Online 

 
Figure 2.9.3.5.2 

Test Information Curve: Writ 9–12 B/C S602 Online 
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Figure 2.9.3.5.1 Test Information Curve: Writ 9-12 A S602 Online
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Figure 2.9.3.5.2 Test Information Curve: Writ 9-12 B/C S602 Online



WIDA ACCESS Annual Technical Report 20A Part 2 323 Series 602 Online (2023–2024) 

Figure 2.9.3.5.3 

Test Information Curve: Writ 9–12 S 602 Online 

 

2.9.4 Speaking 

2.9.4.1 Grade 1 

Figure 2.9.4.1.1 

Test Information Curve: Spek 1 Pre-A S602 Online 
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Figure 2.9.3.5.3 Test Information Curve: Writ 9-12 S602 Online
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Test Information Curve: Spek 1 Pre-A S602 Online
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Figure 2.9.4.1.2 

Test Information Curve: Spek 1 A S602 Online 

 
Figure 2.9.4.1.3 

Test Information Curve: Spek 1 B/C S602 Online 
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Figure 2.9.4.1.2

Test Information Curve: Spek 1 A S602 Online
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Test Information Curve: Spek 1 B/C S602 Online
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Figure 2.9.4.1.4 

Test Information Curve: Spek 1 S602 Online 

 

2.9.4.2 Grades 2–3 

Figure 2.9.4.2.1 

Test Information Curve: Spek 2–3 Pre-A S602 Online 
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Figure 2.9.4.2.2 

Test Information Curve: Spek 2–3 A S602 Online 

 
Figure 2.9.4.2.3 

Test Information Curve: Spek 2–3 B/C S602 Online 
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Figure 2.9.4.2.4 

Test Information Curve: Spek 2–3 S602 Online 

 

2.9.4.3 Grades 4–5 

Figure 2.9.4.3.1 

Test Information Curve: Spek 4–5 Pre-A S602 Online 

 

0

1

2

3

4

-8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8

In
fo

rm
a

ti
o

n

Ability Measure

Figure 2.9.4.2.4

Test Information Curve: Spek 2-3 S602 Online

Pre A

A

B/C

0

1

2

3

-7 -6 -5 -4 -3 -2 -1 0

In
fo

rm
a

ti
o

n

Ability Measure

Figure 2.9.4.3.1

Test Information Curve: Spek 4-5 Pre-A S602 Online



WIDA ACCESS Annual Technical Report 20A Part 2 328 Series 602 Online (2023–2024) 

Figure 2.9.4.3.2 

Test Information Curve: Spek 4–5 A S602 Online 

 
Figure 2.9.4.3.3 

Test Information Curve: Spek 4–5 B/C S602 Online 
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Figure 2.9.4.3.4 

Test Information Curve: Spek 4–5 S602 Online 

 

2.9.4.4 Grades 6–8 

Figure 2.9.4.4.1 

Test Information Curve: Spek 6–8 Pre-A S602 Online 
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Figure 2.9.4.4.2 

Test Information Curve: Spek 6–8 A S602 Online 

 
Figure 2.9.4.4.3 

Test Information Curve: Spek 6–8 B/C S602 Online 
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Figure 2.9.4.4.4 

Test Information Curve: Spek 6–8 S602 Online 

 

2.9.4.5 Grades 9–12 

Figure 2.9.4.5.1 

Test Information Curve: Spek 9–12 Pre-A S602 Online 
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Figure 2.9.4.5.2 

Test Information Curve: Spek 9–12 A S602 Online 

 
Figure 2.9.4.5.3 

Test Information Curve: Spek 9–12 B/C S602 Online 
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Figure 2.9.4.5.4 

Test Information Curve: Spek 9–12 S602 Online 
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3. Analysis of Composite Scores  

We calculate four composite scores for ACCESS Online: Oral Language, Literacy, 
Comprehension, and Overall. We calculate these composite scores as weighted averages of 
domain scale scores, as follows:  

• Oral Language: 50% Listening + 50% Speaking 
• Literacy: 50% Reading + 50% Writing 
• Comprehension: 30% Listening + 70% Reading 
• Overall Composite: 15% Listening + 15% Speaking + 35% Reading + 35% Writing 

A policy decision by the WIDA Board, made before the first operational administration of 
ACCESS, resulted in the weighting, and is based on the view that literacy skills are paramount in 
developing academic language proficiency. 

3.1 Scale Score Distribution for Composites 

Figures and tables in this section provide scale score distributions for each of the composites, 
for each grade-level cluster. 

For each cluster, the figure shows the distribution of the scale scores for the composite. We 
plotted the scale scores, grouped into units of five scale score points (e.g., 100–104, 105–109, 
110–114, etc.), on the horizontal axis, and the number of students with scale scores falling into 
each range on the vertical axis.  

Each table shows, by grade and by total for the grade-level cluster: 

• The number of students in the analyses (count) 
• The minimum observed scale score 
• The maximum observed scale score 
• The mean (average) scale score 
• The standard deviation (std. dev.) of the scale score  
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3.2 Proficiency Level Distribution for Composites 

Figures and tables in this section provide information on the proficiency level distribution for 
each of the composites for each grade-level cluster, denoted by G#. 

In each figure, the horizontal axis shows the six WIDA proficiency levels. The vertical axis shows 
the percentage of students. Each bar shows the percentage of students placed into each 
proficiency level in the domain being tested on this test form. 

The tables in this section present, by grade and by total for the grade-level cluster: 

• The WIDA proficiency level designation (PL 1–PL 6) 
• The number of students (count) whose performance on the test form placed them into 

that proficiency level in the domain being tested 
• The percentage of students, out of the total number of students taking the form, who 

were placed into that proficiency level in the domain being tested 
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4. Annual Updates of Validity Evidence  

This section presents studies conducted as validity evidence for the WIDA ACCESS 
assessments. According to the Standards for Educational and Psychological Testing (American 
Educational Research Association, American Psychological Association, & National Council on 
Measurement in Education, 2014), validity is the degree to which all the accumulated evidence 
supports the intended interpretation of test scores for the proposed use. Particular 
interpretations for specified uses begin by specifying the construct the test is intended to 
measure. Rather than referring to distinct types of validity, the Standards refer to types of 
validity evidence. According to the Standards, the evidence can be based on (1) test content, 
(2) response processes, (3) internal structure, and (4) relation to other variables, which are 
listed in Section 4.1. 

The validity evidence of the Standards is also observed in “A State’s Guide to the U.S. 
Department of Education’s Assessment Peer Review Process” document (Department of 
Education, 2018) to support states’ use of ELP assessments for reviewing of validity evidence, 
as well as being linked to the Assessment Use Argument (AUA) (Bachman & Palmer, 2010) to 
support the claims of validity of ACCESS Online assessment. WIDA structures its validity 
arguments using AUA model in lieu of the model highlighted in the Standards for Educational 
and Psychological Testing. The AUA has similar topics; however, they are organized differently. 
The following list contains a short summary of each AUA claim. For the full AUA validity claims 
please refer to the WIDA Assessment Use Argument document. 

Claim 1 (Consequences): With the use of ACCESS, the intended decisions will have beneficial 
consequences for stakeholders, in terms of using ACCESS and the decisions made based on 
ACCESS. 

Claim 2 (Decisions): Decisions based on ACCESS test results are made by individuals in a 
timely manner and affect a variety of stakeholders. Two types of decisions made based on 
ACCESS results are classification and programming decisions. The decisions take into 
consideration educational and societal values, and relevant laws, rules, and regulations, and 
they are equitable for the intended stakeholders. 

Claim 3 (Interpretations): The interpretations of students’ academic English language 
proficiency in four domains are relevant to the classification, placement and programming 
decisions; sufficient, in conjunction with additional information as outlined in state and local 
policies, to make such decisions; meaningful with respect to the WIDA English Language 
Development (ELD) Standards; generalizable to the academic English language used in K–12 
instructional settings, and impartial to all students. 

Claim 4 (Assessment records: Scores): ACCESS scores are consistent across different 
aspects of test administration, different test tasks, and different groups of students. Test forms 
and metrics accurately represent the construct being measured and result in expected test 
taker performances. 
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4.1 Standards 

4.1.1 Test Content 

The relationship between the content of a test and the construct to be measured is called 
content validity. Test content includes the themes, wording, and format of the items, tasks, or 
questions on a test. Administration and scoring may also be part of the content. Empirical or 
logical evidence can show how appropriately the content reflects the domain as we interpret 
test scores. 

4.1.2 Response Processes  

Empirical analysis of how test takers process tests provide evidence of the nature between 
performance and the construct. Examples of this validity include analyzing individual item 
responses, different response processes in answering questions by subgroups or evaluating 
test-takers performance. 

4.1.3 Internal Structure 

Validity related to internal structure indicates how test items/components agree with the 
construct on which the score interpretation is based. The internal structure of the construct can 
be unidimensional or contain multidimensional components. 

4.1.4 Relation to Other Variables 

The interpretation of the test scores with an external indicator provides valuable validity 
evidence. We often ask how accurately the test score predicts the criterion variable. The test 
criterion validity has two different validities: concurrent and predictive validity. Predictive 
validity is how accurately test scores predict the future performance of criterion scores. 
Concurrent validity indicates how test scores relate to criterion scores at the same time. 

4.2 Annual Validity Studies  

4.2.1 Validating a New Writing Scoring Scale Using Multi-Faceted Rasch 
Analysis  

Chuang, P-L. (2024, April). Validating a new writing scoring scale using multi-faceted Rasch 
analyses [Technical report]. WIDA, Wisconsin Center for Education Research, and the Board of 
Regents of the University of Wisconsin System. https://wida.wisc.edu/resources/validating-
new-writing-scoring-scale-using-multi-faceted-rasch-analyses 
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This study is situated within a larger ongoing project of developing a new scoring scale for the 
ACCESS for ELLs Writing test. The project aims to validate the newly developed writing scoring 
scale by examining its feasibility in differentiating student ability and practical scoring use.   

The development of rating scales can be mainly categorized into two approaches (Turner & 
Upshur, 2002). The first approach is theory-based and uses “theoretical views about the 
development of L2 ability” to develop scale descriptors. While these scales have strong 
theoretical support, they are often criticized as being irrelevant to the test task or unclear due 
to the use of relative wording. To address these issues, empirically-based scales are developed. 

Once a rating scale has been developed, validation should be performed to ensure its quality 
and functionality. Scales can be validated quantitatively and qualitatively. A multi-faceted 
Rasch analysis is commonly performed to examine the psychometric properties of a rating 
scale. It combines different facets such as examinees, raters, scoring criteria, or test items into 
one analysis and converts raw scores into a logit interval scale (Linacre, 2004). 

The study examines how the newly developed writing scoring scale functions by testing the 
following four hypotheses:  

1. A well-functioning rating scale will result in all score points being used and no single 
score point being overly used (variation in ratings).  

2. A well-functioning rating scale will result in small differences between raters in terms of 
their leniency and harshness as a group (rater separation).  

3. A well-functioning rating scale will result in high rater reliability as indicated by rater 
point biserial correlations and exact agreement rates (rater reliability).   

4. A well-functioning rating scale will result in high candidate discrimination (student 
discrimination). 

This study shows the quality and benefits of empirically developing a writing scoring scale. The 
validation results suggest the scale’s ability to represent test takers of various proficiency levels 
and its capacity to help raters perform similarly to each other, likely because it captures a range 
of possible performances based on empirical data. Scale developers can consider adopting this 
approach to develop task-relevant scales to ensure more accurate scoring. This study also 
demonstrates the importance of multi-faceted Rasch analysis in validating a scoring scale for 
an operational writing test. The analysis provided meaningful information including rater 
severity and student discrimination, allowing for a comprehensive diagnosis of scale 
functionality. This method is not only applicable to large-scale assessments like ACCESS for 
ELLs but is also appropriate for smaller-scale local tests or classroom assessments for which 
sufficient data is collected.   

4.2.2 Development of a New WIDA Writing Scoring Rubric for Grades 1-12  

Chapman, M., Chuang, P., Bitterman, T., & Elliott, H. (2024, August). Development of a new 
WIDA writing scoring rubric for grades 1–12 [Technical Report]. WIDA, Wisconsin Center for 
Education Research, and the Board of Regents of the University of Wisconsin System. 
https://wida.wisc.edu/sites/default/files/resource/Technical-Report-Development-New-
WIDA-Writing-Scoring-Rubric-Grades-1-12.pdf 
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The main aim of this project was to develop a new scoring rubric grounded in the WIDA English 
Language Development Standards Framework, 2020 Edition: Kindergarten–Grade 12 
(hereafter, WIDA ELD Standards Framework, 2020 Edition or 2020 Edition). This rubric will be 
used for scoring responses to the writing tasks on ACCESS for ELLs Online, ACCESS for ELLs 
Paper, WIDA Screener Online, and WIDA Screener Paper. 

Two features of the WIDA ELD Standards Framework, 2020 Edition, that differed from 
previous editions prompted the need for a new writing rubric. The first was the shift to grade-
level cluster-specific proficiency level descriptors. The second was the greater emphasis on the 
discourse dimension of language in the 2020 Edition. The WIDA ELD Standards Framework has 
consistently described three dimensions of language: discourse, sentence, and word/phrase. In 
the 2020 Edition, the discourse dimension was expanded into three different criteria: 
organization of language, cohesion of language, and density of language.  

The writing scoring rubric underwent multiple rounds of review and revisions via the processes 
described in the previous sections. Some of the major decisions made based on the input from 
these reviews were:  

• The new writing scoring rubric features eight score points (0–7). A majority of reviewers 
offered support for the 0–7 raw score range, though some reviewers reported that score 
points 6 and 7 were difficult to distinguish and should be consolidated. Descriptors for 
these score points were revised to make them more distinguishable. For example, greater 
emphasis was placed on describing the extent to which responses demonstrated 
features of the intended key language uses (KLUs) and relevant content area.  

• The plus score points (e.g., 4+) that were a feature of the WIDA Writing Scoring Scale 
Grades 1–12 are not included in the new WIDA Writing Scoring Rubric Grades 1–12. 
Reviewers, including internal WIDA reviewers, educators, and DRC reviewers, 
unanimously supported the removal of the plus score points in the new rubric. Reviewers 
commented that the shift away from using “+” in the score points would help make 
scoring more straightforward and may contribute to increased rater reliability.  

• Score points 3 through 7 include three descriptors, one for each dimension of language 
encoded in the WIDA Standards. Score points 1 and 2 include one and two descriptors 
respectively, reflecting the observation that student responses at these score points 
tend largely to feature writing at the word/phrase (SP1) and sentence (SP2) dimensions. 
Discourse descriptors are typically not relevant to these responses.  

• Educators requested that the new writing scoring rubric add more detail to the scoring 
notes and glossary sections. Guidance is now included on how to rate responses that 
include languages other than English in the rubric scoring notes for the first time.  

• Reviewers consistently commented that the new scoring rubric is an improvement on the 
writing scoring scale, which will be easier to use operationally for both DRC raters and 
educators. 
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4.2.3 Examining English Learner Testing, Proficiency, and Growth: Before, 
During, and “After” the COVID-19 Pandemic   

 Sahakyan, N., & Poole, G. (2023, April). Examining English learner testing, proficiency, and 
growth: Before, during, and “after” the COVID-19 pandemic [Research report]. WIDA, Wisconsin 
Center for Educational Research, and the Board of Regents of the University of Wisconsin 
System. https://wida.wisc.edu/resources/examining-english-learner-testing-proficiency-and-
growth-before-during-and-after-covid-19 

This study shows how academic English proficiency has continued to decline, on average, for 
the overall population of English learners (ELs) since the COVID-19 pandemic. The analysis 
draws on aggregated individual-level data from the ACCESS for ELLs Online assessment, 
taken annually by students identified as ELs across the WIDA Consortium. We present the 
number of tested ELs, as well as their average proficiency and gain scores for the six academic 
years from 2017–2018 through 2022–2023. The 2024 report examines aggregate trends in 
English learner proficiency and growth since the pandemic, adding the most recent ACCESS 
assessment data from the 2022–2023 school year. It is also the first report in the series to 
disaggregate and present outcomes by English learner subgroup, drawing attention to 
persistent and growing disparities in the average proficiency of ELs identified as Hispanic and 
non-Hispanic. 

Overall, our findings suggest that ELs in higher grade levels especially are showing slower 
growth than pre-pandemic averages. If students do not receive the supports they need to 
reach reclassification-level proficiency, many more are likely to receive the “long-term” label, 
which—in addition to further stigmatizing students identified as ELs—has implications for school 
and district accountability. Delayed language proficiency or reclassification may also contribute 
to additional barriers that many English learners face in accessing advanced coursework and 
academic milestones important for college and career readiness. 

In addition to the overall trends in declining proficiency, disaggregated analyses by subgroup 
suggest that pandemic-related disruptions may have exacerbated some of the existing 
disparities within the English learner population, in particular between Hispanic and non-
Hispanic English learners’ average outcomes. As many ELs continue to face disproportionately 
low rates of English language development, these analyses point to uneven barriers in their 
academic experiences—even after schools returned to in-person instruction. More nuanced 
analyses are needed to unpack and understand how different subgroups of students may have 
faced disproportionate challenges during the COVID-19 pandemic and how those challenges 
may continue to affect students in ongoing ways. 

With the 2023–24 administration of ACCESS wrapped up across the consortium, WIDA 
research reports will continue to inform the national conversation around post-pandemic 
recovery and English learner outcomes in K–12 education. We recommend that states and 
districts conduct their own local analyses of overall and disaggregated student outcomes to 
determine what resources and supports are most appropriate to meet the unique needs of their 
students. In particular, administrators and policymakers and might consider the potentially 
ongoing ways in which the pandemic may have exacerbated disparities within their community—
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not only between emergent multilingual students and their peers, but also within the English 
learner population as well. 

The most recent results can be found at 
https://wida.wisc.edu/sites/default/files/resource/Research-Report-Examining-English-
Learner-Testing-Proficiency-Growth-2024.pdf 
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5. Reliability 

Following the Standards for Educational and Psychological Testing (American Educational 
Research Association et al., 2014), when interpreting test scores, it is important to evaluate 
their reliability, as the interpretation of test scores depends on the assumption that students 
exhibit some degree of consistency in their scores across independent administrations of the 
same testing procedure. We expect that students mastering the domain will consistently 
perform well, and those who have not mastered the domain will consistently perform less well, 
regardless of the sample of items and tasks used to assess students. Furthermore, because we 
assume that all items and tasks on such a test measure some aspect of the domain of interest, 
we expect that students will perform consistently across different items and tasks measuring 
the same ability within the test. Therefore, it is important to evaluate the degree to which 
students’ test scores are consistent across replications of the same testing condition. 

However, different samples of performances from the same student are rarely identical. A 
student’s responses to sets of test items or tasks vary from one sample of test items or tasks 
targeting the domain to another, and from one occasion to another, even under strictly 
controlled conditions. In addition, different raters may award different scores to the same 
student’s performance on a test task. These sources of variation are reflected in the students’ 
scores. Therefore, it is important to evaluate the extent to which differences in students’ test 
scores reflect true differences in the knowledge, skills, or abilities being tested, rather than 
fluctuations due to chance. 

The reliability of the test scores depends on how much the scores vary across replications of 
the testing procedure, and analyses of reliability depend on the types of variability likely to be 
of concern in the testing procedure. There are several ways to collect reliability data and to 
estimate reliability, some of which depend on the exact nature of the measurement, the 
intended use of the test scores, the assessment design, and the potential sources of 
measurement error that might contribute to inconsistency in students’ scores across different 
test administrations.  

The reliability information presented in this section is organized to comply with Critical Element 
4.1 of the Every Student Succeeds Act Peer Review requirements (U.S. Department of 
Education, 2018) and follows the guidelines of the Standards for Educational and Psychological 
Testing (American Educational Research Association et al., 2014). We present information 
regarding the reliability of the domain scale scores first, followed by information about the 
reliability of the composite scale scores.  

Policymakers in states and districts use ACCESS Listening, Reading, Writing, and Speaking 
tests to determine the English language proficiency of students based on their scores in each of 
the four domains. Therefore, the main concern in interpreting these scores is how consistent 
the scores would be over replications of the same testing procedure. We use internal 
consistency reliability statistics to address this question (Section 5.1).  

Additionally, for the Writing and Speaking domains, because having different raters evaluate 
the same students’ responses to tasks may result in inconsistent scoring, a potential source of 
variation in those scores is the rater. In Section 5.2, we report the interrater agreement rates 
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that the raters achieved when evaluating students’ responses to the Writing and Speaking 
tasks. We can use these statistics to determine how consistent the students’ scores would have 
been if different raters had evaluated their responses. Since we use an item response theory 
(IRT)–based method to estimate students’ latent scores (i.e., test scores based on variables 
that we cannot see or directly measure but which we can infer mathematically through 
advanced statistical techniques by using students’ scores on variables that we can observe), we 
also examine the amount of measurement error in students’ scores using the conditional 
standard error of measurement (CSEM) (Section 5.3). Lastly, in Section 5.4, we evaluate 
the reliability of the classifications of students into WIDA proficiency levels based on their 
domain scores (the most important interpretation of the test scores) in terms of the accuracy 
and consistency of the classification decisions made. In each subsection, we present detailed 
descriptions of the methods, data sources, and procedures.  

Policymakers in states and districts use ACCESS composite scale scores to describe the 
English language proficiency of students in the respective composites. Therefore, the most 
important concern in interpreting these scores is how consistent the scores would be over 
replications of the same testing procedure. We use internal consistency reliability statistics to 
address this question, and in Section 5.5 we provide the results. In addition, in Section 5.6, we 
examine the CSEM of these scores. Lastly, in Section 5.7, we evaluate the reliability of the 
classifications in terms of the accuracy and consistency of the decisions made about students’ 
levels of English language proficiency based on their composite scale scores. In each 
subsection, we present detailed descriptions of the methods, data sources, and procedures.  

Internal Consistency Reliability Statistics: One way to evaluate the consistency of 
students’ test scores across test administrations is to examine how the students would have 
performed on alternate forms of the same test (i.e., parallel test form reliability). Given our 
assumption that the ability the test measures is constant for each student over two 
administrations of alternate forms, the more variation found across the two administrations, the 
more evidence for lower reliability. The measurement error represents the sources of 
inconsistency across the two administrations, taken together. We consider measurement error 
to be random and to occur by chance. For example, there may be some construct-irrelevant 
knowledge and/or skills that some items or tasks measure that affect students’ scores but are 
not part of the ability that the test intends to measure.  

Unless students take two alternate versions of the same test, we cannot calculate test score 
reliability directly. Thus, we usually estimate it from student responses to a single form of the 
test. Methods employed to estimate reliability using test scores from a single test 
administration are based on classical test theory and are referred to as estimates of internal 
consistency. An internal consistency reliability statistic is a useful estimate of alternate-forms 
reliability, providing an estimate of the consistency of students’ performances across items and 
tasks within a test. The most common index of internal consistency reliability is Cronbach’s 
coefficient alpha (Cronbach, 1951), which is a lower-bound estimate of test reliability. 
Conceptually, we think of Cronbach’s coefficient alpha as the correlation obtained between 
performances on two halves of the same test if every possible way of dividing the test items 
and tasks in two was attempted. Because Cronbach’s coefficient alpha is a correlation of 
students’ performances on all possible pairs of test items and tasks, it may be low if some items 
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or tasks are measuring something other than what most of the other items and tasks are 
measuring (and thus leading to inconsistent student performances). In this way, Cronbach’s 
coefficient alpha expresses how well the items and tasks on a test appear to measure the same 
ability. The Cronbach’s coefficient alpha of internal consistency ranges from 0 to 1. If students 
achieve their scores by a completely random process (i.e., their scores are not correlated or 
share no covariance), then the reliability estimate is very close to 0. On the other hand, if 
students’ scores are perfectly consistent (i.e., their scores have high covariances), then the 
internal consistency coefficient will approach 1. 

While there is no one set of criteria that the testing community uses when interpreting 
Cronbach’s coefficient alpha values, from time to time, researchers have proposed various 
arbitrary criteria that one could apply. Initially, Cronbach (1951) argued that it was ‘desirable’ to 
have a high alpha value for an instrument that test developers were using to report individual 
scores since the scores on that instrument needed to be interpretable, and that would require a 
high alpha value. Later, Nunnally (1978) suggested that researchers should consider a value of 
0.70 as an acceptable lower limit if they were engaged in the early stages of research (e.g. 
when developing a scale). Today, it has become common practice to cite Nunnally’s suggested 
0.70 criterion as a minimum acceptable lower limit for this value for all types of research. 
However, in so doing, researchers ignore Nunnally’s more nuanced guidance: If researchers 
were engaged in basic research, Nunnally advised that they should use a higher cut-off value 
(i.e., 0.80 or higher), and those engaged in applied research should use a much higher cut-off 
value (0.90 or higher) (Lance et al., 2006). Since Nunnally’s time, some researchers have 
suggested even more nuanced interpretations of various alpha values. For example, George 
and Mallery (2003) proposed the following interpretations: “≥ 0.90 – Excellent, ≥ 0.80 – 
Good, ≥ 0.70 – Acceptable, ≥ 0.60 – Questionable, ≥ 0.50 – Poor, and ≤ 0.50 – 
Unacceptable” (p. 231). There is little consensus among the experts in their views of what the 
acceptable lower limit of Cronbach’s coefficient alpha value should be, or for that matter, how 
one should interpret various values. This lack of consensus led the authors of the Standards for 
Educational and Psychological Measurement (2014) to conclude, “The choice of 
[reliability/precision] estimation and the minimum acceptable level for any index remain a 
matter of professional judgment” (p. 41). For this report then, WIDA has made the decision that 
within the domains of Listening, Reading, and Speaking, an alpha value of ≥ 0.80 is acceptable, 
while an alpha value of ≥ 0.65 is acceptable for the Writing domain.  

Reliability statistics such as the Cronbach’s coefficient alpha of internal consistency are 
affected by two factors: (1) the number of test items or tasks, and (2) the total number of score 
points students achieve. That is, all things being equal, the greater the number of items or tasks 
measuring the same ability there are on the test, the higher the internal consistency reliability 
statistics. Additionally, because reliability statistics refer to the consistency of scores for a 
group of students, the distribution of that specific group’s ability measures affects these 
statistics. If the students in the group are nearly equal in the ability that the test measures (i.e., 
their scores are concentrated in the center of the ability distribution), small changes in their 
scores can easily change their relative positions in the group. Consequently, the internal 
consistency reliability statistics will be low. In this case, the statistics may be telling us more 
about the group of students tested than about the test itself. On the other hand, if the students 
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in the group differ widely in the ability that the test measures (i.e., their scores are distributed 
across the ability continuum), small changes in their scores will not affect their relative positions 
in the group as much, and the internal consistency reliability statistics will be higher. Therefore, 
reliability can be as much a function of the performance of test items and tasks as of the 
performance of the sample of students tested. That is, the same test can produce widely 
disparate reliability indices based on the ability distribution of the group of students. This 
means, in turn, that when interpreting estimates of internal consistency, it is wise to keep in 
mind the specific set of test items and tasks and the distribution of ability measures in the 
group of students used in the estimation. 

Interrater Agreement: The raters’ behavior is a potential source of variance in students’ 
scores for the productive domains of ACCESS (i.e., Writing and Speaking). ACCESS scoring 
procedures, rater training, and quality control monitoring processes are described elsewhere in 
this report (see Part 1, Section 4). In Section 5.2, we report the interrater agreement rates 
for scoring students’ responses to the Writing and Speaking tasks. These values reflect how 
consistent the students’ scores would be if different groups of raters scored their responses. 
Additionally, in this section of the report, we present a detailed description of the methods, 
data sources, and procedures we used when calculating interrater agreement rates. 

Measurement Error: In addition to evaluating test score reliability in terms of estimates of 
internal consistency, we can calculate the amount of measurement error in students’ test 
scores in two different ways. One way is to hypothesize that there is an error-free measure of 
each student’s true ability, referred to as the true score in classical test theory. The true score 
is a theoretical value, so it is not a known quantity. Rather, we view it as the hypothetical 
average score over repeated replications of the same testing condition (Livingston, 2018, p. 9). 
Under the assumptions of classical test theory, the error of measurement over a replication 
of a testing condition provides an estimate of the amount of variability from students’ true 
scores that we would expect. In practical testing contexts, it is generally not possible to 
replicate a testing condition (i.e., have students take the same test form multiple times), so it is 
not possible to estimate the standard error of each student’s score using a repeated measures 
design. Instead, we calculate the average error of measurement over the population of 
students who take the test, and then we use that as an indication of the amount of variation in 
any individual student’s score that we would expect. Classical test theory refers to this average 
as the standard error of measurement (SEM), which indicates how much students’ scores 
differ from their true scores, on average, on the raw score metric. Because it is a standard 
deviation of the distribution of errors of measurement, we can construct a confidence 
interval to indicate how the errors of measurement are affecting the scores. Test scores with 
large SEMs pose a challenge to the interpretation of the reliability of any single test score. 

A second way to address the impact of measurement errors on students’ test scores is to 
estimate the SEM for specific scores using IRT. IRT addresses reliability using the test 
information function, which indicates the precision with which we can use student 
performances on items and tasks to estimate the latent (i.e., true) ability of each student (i.e., 
latent scores). The square root of the inverse of the information function at any point on the 
latent ability distribution is the conditional standard error of measurement (CSEM). The 
CSEM provides information about the amount of error we would expect in any student’s score 
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at that point on the underlying latent ability scale, which IRT refers to in terms of the latent 
score metric (i.e., the IRT metric for expressing student ability, as opposed to the raw score 
metric). In addition, by using IRT, we can estimate indices analogous to traditional reliability 
coefficients such as Cronbach’s coefficient alpha from the test information function and the 
distribution of the latent scores in the same student population. 

Classification Accuracy and Consistency: One of the main purposes of the WIDA ACCESS 
program is to identify the English language proficiency levels of students concerning the WIDA 
ELD Standards. Because of the emphasis on the classification of student performance into six 
WIDA proficiency levels, it is important to know how consistently ACCESS scores do indeed 
classify students into those proficiency levels (American Educational Research Association et 
al., 2014). The questions that we want to answer are different from the questions that the 
reliability coefficient answers. Instead of looking at the reliability of a specific student score, we 
want to know the consistency of the decisions we make when we use students’ test scores to 
classify them into a smaller number of proficiency levels. One way to approach this question is 
to estimate the degree to which the classification decisions we are making based on the 
students’ observed test scores agree with the classification decisions we would make based 
on students’ theoretical true scores. This estimate is known as decision accuracy. A second 
way to approach this question is to estimate the degree to which the classification decisions we 
are making based on the students’ test scores agree with the classification decisions we would 
make based on students’ scores on an alternate form of the test. This estimate is known as 
decision consistency. 

5.1 Reliabilities of the Domain Scores 

Listening and Reading: Internal consistency statistics based on classical test theory are 
applicable only for a fixed-length test where all students take the same set of test items 
(Thissen, 2000). For the Listening and Reading tests, which are computer adaptive, we cannot 
compute traditional internal consistency reliabilities because not all students take the same set 
of items. We estimate the reliabilities of students’ domain scale scores for Listening and 
Reading by grade-level cluster using an IRT-based marginal reliability method that Thissen 
(2000) derived. Unlike the traditional internal consistency statistics that are based on students’ 
raw scores, the marginal reliability method for calculating reliability uses students’ domain scale 
scores and the distribution of the students’ domain scale scores on the theta scale (i.e., 
domain theta scores) in its estimation. However, we can interpret the marginal reliability 
coefficient like other traditional internal consistency coefficients such as Cronbach’s coefficient 
alpha (Thissen, 2000). 

The formula for calculating an IRT-based marginal reliability coefficient using the method that 
Thissen (2000) developed is 

𝜌 ̅ =
𝜎𝜃

2 − 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝐶𝑆𝐸𝑀𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
2 )

𝜎𝜃
2  

where 

𝜌̅ is the average reliability 
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𝜎𝜃
2 is the variance of the distribution of the students’ domain theta scores 

𝐶𝑆𝐸𝑀𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
2  is the squared observed CSEM for each student’s domain theta score. 

We can calculate the IRT-based marginal reliability coefficient directly (Thissen, 2000); 
however, it is computationally intensive. Since this estimate is equivalent to the Rasch student 
separation reliability coefficient (Linacre, 1999), which is regularly reported as part of the 
output from a Winsteps analysis, for purposes of efficiency WIDA chose to report the Rasch 
student separation reliability coefficients as the test score reliability estimates for the Listening 
and Reading domains. The Rasch student separation reliability coefficient is an estimate of the 
ratio of “true measure variance” to “observed measure variance” (Linacre, 1999). The student 
separation reliability coefficient answers these questions: How consistent are the students’ 
relative positions in the group tested, as indicated by their domain scale scores? How 
reproducible is the student ability measure order of this sample of students for this set of 
items? The more the students differ in ability, the less likely that small changes in their domain 
scale scores will affect their relative positions in the group, and the higher the student 
separation reliability coefficient will be. Thus, to obtain high student separation reliability, a wide 
sample of student ability in the domain (i.e., a large student ability range) and/or low 
measurement error (i.e., a test containing many items) is required (Linacre, 2020). Student 
separation reliabilities can range from 0.00 to 1.00. A student separation reliability < 0.80 
implies that the test may not be sensitive enough to distinguish between high- and low-
performing students, and thus more items may be needed (Linacre, 2020). To obtain these 
values, we used the item parameters and population student data as inputs for the Winsteps 
program.  

The tables in Section 5.1.1 present test score reliability information for the Listening domain, 
while the tables in Section 5.1.2 present test score reliability information for the Reading 
domain. For these two domains, we provide the Rasch student separation reliability coefficients 
that are based on students’ ACCESS Online domain theta scores. For each of these domains, 
we present four tables. The first table reports the Rasch student separation reliability 
coefficient (labeled as ‘Rasch Student Separation Reliability Coefficient’ in the table) for all 
students in each grade-level cluster. Each row in the table represents a grade-level cluster, and 
values for the numbers of students, numbers of items, and the student separation reliability 
estimate are provided based on students’ domain theta scores in each grade-level cluster. The 
second table provides the same information for the population of female students and the 
population of male students. The third table provides information by ethnicity, for Hispanic and 
non-Hispanic students, and the fourth table provides information for the population of students 
who have an individualized education plan (IEP). 

For Listening, the Rasch student separation reliability coefficients based on the domain theta 
scores for all students ranged from 0.86 to 0.89 across the grade-level clusters (Table 5.1.1.1). 
The Rasch student separation reliability coefficients ranged from 0.86 to 0.89 for male 
students; 0.86 to 0.89 for female students (Table 5.1.1.2); 0.86 to 0.89 for Hispanic students; 
0.84 to 0.88 for non-Hispanic students(Table 5.1.1.3). For students with an IEP, the Rasch 
student separation reliability coefficients ranged from 0.79 to 0.89 for students with an IEP 
(Table 5.1.1.4). 
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For Reading, as shown in Table 5.1.2.1, the Rasch student separation reliability coefficients 
based on the domain theta scores for all students ranged from 0.85 to 0.90 across the grade-
level clusters. The Rasch student separation reliability coefficients ranged from 0.85 to 0.90 for 
male students; 0.86 to 0.90 for female students (Table 5.1.2.2); 0.82 to 0.89 for Hispanic 
students; 0.88 to 0.91 for non-Hispanic students (Table 5.1.2.3); and 0.80 to 0.87 for students 
with an IEP (Table 5.1.2.4). 

Writing and Speaking: Cronbach’s coefficient alpha is widely used as an estimate of reliability, 
particularly for the internal consistency of test items and/or tasks, and this statistic is 
appropriate for calculating the reliabilities of students’ scores from the administration of the 
fixed forms of the Writing and Speaking tests. Conceptually, we can think of it as the correlation 
obtained between students’ performances on two halves of the Writing or Speaking test if 
every possible way of dividing the test tasks in two was attempted. Thus, Cronbach’s coefficient 
alpha may be low if some tasks are measuring something other than what the majority of the 
tasks are measuring. In this way, Cronbach’s coefficient alpha expresses how well the tasks on a 
test appear to measure the same ability.  

The formula for calculating Cronbach’s coefficient alpha for the fixed forms of the Writing and 
Speaking tests is  

 
where 

n = the number of tasks  

σi
2 = the variance of students’ raw scores on task i 

σt
2 = the variance of students’ total raw scores. 

For the Writing and Speaking tests, tables in this section also present the SEM, a single value 
for estimating the errors of measurement in students’ raw scores calculated using a classical 
test theory-based approach. It is a function of two statistics: (1) the Cronbach’s coefficient 
alpha calculated using students’ raw scores on the test, and (2) the (observed) standard 
deviation (SD) of the students’ total raw scores. It is on the raw score metric. The Cronbach’s 
coefficient alpha is calculated as 

SEM = 𝑆𝐷√1 − 𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 

Since the SEM is an estimate of the standard deviation of the distribution of measurement 
errors, we can use the SEM to create a band around a student’s observed raw score. Under the 
assumption that the error of measurement follows a normal distribution, the student’s true 
score would lie with a certain degree of probability within this band. Statistically speaking, then, 
there is an expectation that a student’s true raw score has a 68% probability of falling within the 
band extending from the observed score minus 2 SEMs to the observed score plus 2 SEMs. 
Since SEMs are expressed on the raw score metric, it is wise to keep the range of the possible 
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raw score distribution in mind when interpreting the SEM. For example, if the Online Writing 
test has a possible raw score range of 0 to 18 and one SEM equals 2 score points, and if a 
student receives a score of 10 on the test, we know with 95% certainty that the student’s true 
score lies somewhere between a raw score of 8 and 12 (i.e., 10 minus, or plus, 2 SEMs). Similarly, 
if one SEM equals 1 score point, we would say with 68% certainty that the student’s true score 
lies between 9 and 11 (i.e., 10 minus, or plus, 1 SEM). The smaller the value of the SEM, the more 
precise the test scores will be.  

The range of total possible raw score points for the Writing forms is 0 to 18. The ranges of total 
possible raw score points for the Speaking forms are 0 to 6 for Tier Pre-A, 0 to 18 for Tier A, 
and 0 to 24 for Tier B/C.  

The tables in Section 5.1.3 present reliability information for the Writing test, and the tables in 
Section 5.1.4 present reliability information for the Speaking test. For these two domains, the 
tables report the number of tasks, the Cronbach’s coefficient alphas, and the SEMs for all 
students and subgroups as the Every Student Succeeds Act Peer Review requires, thus 
facilitating the comparison of the reliability estimates computed based on the performance of 
individual subgroups to those computed based on the performance of all students. For each of 
these domains, we present four tables. The first table provides the Cronbach’s coefficient 
alphas and the SEMs for all students based on their raw scores. Each row in the table represents 
a specific grade-level cluster and test form. For each form, the tables provide the number of 
students, number of tasks, total possible raw score points, Cronbach’s coefficient alpha, and 
SEM. The second table provides the same information for the population of female students 
and the population of male students. The third table provides information by ethnicity, for 
Hispanic and Other students, and the fourth table provides information for the population of 
students who have an IEP. 

Note that students’ Writing reported scores are based on their performances on only two tasks 
starting with Online Series 501. Therefore, the Cronbach’s coefficient alpha for the Writing 
domain may be lower than when estimated based on student performances on three tasks, as in 
the earlier series.  

Writing Tier A: The Writing Tier A Cronbach’s coefficient alphas computed based on the raw 
scores for all students ranged from 0.87 to 0.90. The Writing Tier A Cronbach’s coefficient 
alphas ranged from 0.87 to 0.90 for male students; 0.87 to 0.90 for female students; 0.87 to 
0.90 for Hispanic students; 0.85 to 0.89 for Other students; and 0.82 to 0.88 for students with 
an IEP. 

Writing Tier B/C: The Writing Tier B/C Cronbach’s coefficient alphas computed based on the 
raw scores for all students ranged from 0.68 to 0.77. The Writing Tier B/C Cronbach’s 
coefficient alphas ranged from 0.68 to 0.78 for male students; 0.68 to 0.76 for female 
students; 0.69 to 0.78 for Hispanic students; 0.65 to 0.74 for Other students; and 0.69 to 0.82 
for students with an IEP.  

Speaking Tier Pre-A: The Speaking Tier Pre-A Cronbach’s coefficient alphas computed 
based on the raw scores for all students ranged from 0.86 to 0.88. The Cronbach’s coefficient 
alphas ranged from 0.86 to 0.88 for male students; 0.86 to 0.88 for female students; 0.86 to 























WIDA ACCESS Annual Technical Report 20A Part 2 400 Series 602 Online (2023–2024) 

those scores to be nonadjacent scores (%NA). Note that for Writing, DRC reports separate 
rates of interrater agreement for the raters’ scoring of students’ keyboarded responses and the 
raters’ scoring of students’ handwritten responses. 

For Speaking, the first column in the tables shows the task, and the second column shows the 
number of responses that raters double-scored. The next two columns show the percentages 
of exact agreement (%EX) and adjacent score agreement (%AD) that the raters achieved. 
The last column shows the percentage of nonadjacent scores (%NA) that the raters assigned.  

The Speaking Scoring Scale defines four levels of performance, ranging from 0 to 4. We 
considered scores that matched as demonstrating exact agreement (%EX). If the scores that 
two raters assigned differed by one level, we considered those scores to be adjacent scores 
(%AD). Finally, if two raters assigned scores that were more than one level apart, we considered 
those scores to be nonadjacent scores (%NA). Note that the Speaking tasks that target PL 1—
the three tasks in the Tier Pre-A forms and the first three tasks in the Tier A forms—are 
designed for beginning students and use a restricted subset of levels in the Speaking Scoring 
Scale, with only three possible score levels (see Part 1, Sections 4.2 and 4.4 for more detail). As 
the range of possible score levels is smaller for these tasks, the rater agreement rates tend to 
be higher. Therefore, it is not appropriate to compare the interrater agreement rates across 
tiers, especially when the tasks and the raw score range for the tasks being compared are 
different. 

WIDA stipulates a minimum interrater agreement rate of 70%. For Writing, DRC defines 
“agreement” as being scored as an adjacent agreement (AG). See Part 1, Section 4.2 for more 
detail about how WIDA and DRC used the agreement rates to ensure that DRC maintains 
sufficient quality control throughout scoring.  

For Writing, the lowest interrater agreement rate was 91%. For Speaking, the lowest interrater 
agreement rate was 73%. 

5.2.1 Listening 

Interrater Agreement is not relevant for the domain of Listening, as all items are multiple-
choice items. 

5.2.2 Reading 

Interrater Agreement is not relevant for the domain of Listening, as all items are multiple-
choice items. 
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scores when making reclassification decisions, and no WIDA state uses a single domain scale 
score when making those decisions. Because each grade has its own set of cut points, we 
provide information for each grade within a grade-level cluster.  

Since we scale ACCESS test scores using an IRT approach, CSEM values for the scale scores at 
the highest cut points are typically large. Use of this approach tends to produce larger CSEM 
values at the lower and the higher ends of the score scale. In addition, because students exit 
the EL program when they demonstrate that they are English language proficient, there are 
typically fewer students at the highest cut points than at those other cut points. Therefore, the 
CSEM values associated with the scale scores at the highest cut points tend to be larger than 
those of the scale scores at the lower cut points since there are fewer students available to 
estimate the scores and the CSEM values for these scores.  

Since the Listening and Reading tests are multistage adaptive tests, the CSEM values will vary 
for the same scale score because the test will route students to take different items; therefore, 
it is not possible to present a single CSEM value for the scale score that corresponds to each 
cut point. In the tables for Listening and Reading, the leftmost column shows the proficiency 
level cut (e.g., 1/2, which is the cut between PL 1 and PL 2). The second column shows the grade 
level. The third column shows the cut point in the scale score metric (e.g., 305). The next 
columns present the number of students and the minimum, maximum, mean, and standard 
deviation of the CSEM values for all students’ scale scores at each cut point within a grade 
level. Note that there are some rare cases where there are no observed scale scores 
corresponding to certain cut points; therefore, we cannot provide these descriptive statistics. 
Because Listening and Reading tests are multistage adaptive tests, we would not expect large 
variation in the mean CSEM values of students’ scale scores across cut points within a grade 
level. 

For Writing and Speaking, we present the CSEM values for the scale scores by tier. From these 
tables, it is possible to determine the extent to which students’ responses to the tasks included 
in the different Writing and Speaking tiers provide targeted information that is useful for 
accurately placing them into the various proficiency levels. In the tables for Writing and 
Speaking, the leftmost column shows the proficiency level cut point (e.g., 1/2, which is the cut 
between PL 1 and PL 2). The second column shows the grade level. The third column shows the 
cut point in the scale score metric (e.g., 305). In the last column(s), the corresponding CSEM 
value for the scale score at each cut point are shown.  
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5.3.2.5 Grades 9–12 

Table 5.3.2.5 

Descriptive Statistics for the Conditional Standard Errors of Measurement of Scale 
Scores at the Cut Points: Read 9–12 S602 Online 

Proficiency 
Level Cut 
Point 

Grade Cut 
Score 

# of 
Students 

Min. Max. Mean Std. 
Dev. 

1/2 9 340 3,061  11.22 12.76 11.46 0.29 

1/2 10 344 1,940  11.22 12.24 12.00 0.27 

1/2 11 348 372  11.22 12.24 11.67 0.51 

1/2 12 352 162  11.73 12.76 11.92 0.40 

2/3 9 372 419  10.20 10.71 10.24 0.13 

2/3 10 377 354  10.20 10.71 10.21 0.05 

2/3 11 382 2,188  9.69 10.71 9.90 0.26 

2/3 12 386 1,373  9.69 10.71 9.86 0.26 

3/4 9 392 829  9.69 10.71 10.17 0.14 

3/4 10 397 257  9.69 11.22 10.18 0.15 

3/4 11 402 2,043  9.69 11.22 10.20 0.07 

3/4 12 407 349  9.69 11.22 10.22 0.14 

4/5 9 401 487  9.69 10.71 10.21 0.05 

4/5 10 406 3,821  10.20 10.71 10.21 0.06 

4/5 11 410 3,190  10.20 11.22 10.22 0.09 

4/5 12 414 2,323  10.20 11.73 10.22 0.09 

5/6 9 418 3,281  10.20 11.22 10.22 0.08 

5/6 10 423 2,987  10.20 11.22 10.22 0.10 

5/6 11 427 2,592  10.71 11.73 10.71 0.02 

5/6 12 432 1,689  10.71 12.24 10.72 0.04 
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methods that Livingston and Lewis (1995) and Young and Yoon (1998) outlined, as 
implemented in the software program BB-CLASS (Brennan, 2004; cf. also Lee, Hanson, & 
Brennan, 2002). 

Classification accuracy is defined conceptually as the extent to which the proficiency 
classifications of students based on their observed raw scores or scale scores would agree with 
those made based on their true scores (Livingston, 2018; Livingston & Lewis, 1995). A student’s 
true score is the average of the scores that the student would have received, averaging over 
some set of prespecified factors or conditions (e.g., different versions of the test, different 
times of test administration). Therefore, the calculation of the true scores depends upon the 
particular factors over which one chooses to average (Livingston, 2018). We assume that true 
scores measure perfectly, but those scores are unknown. Therefore, to provide the best 
estimation of classification accuracy for WIDA, we use test data from one ACCESS 
administration to estimate students’ true scale scores based on their domain scale scores and 
the parameters of the model used in estimating those true scale scores. We can then use the 
results from our analysis to estimate the percentages of the students who were accurately 
classified into each proficiency level.  

Classification consistency is defined conceptually as the extent to which the proficiency 
classifications of students agree, given two independent administrations of the same or two 
parallel test forms. It is impractical to obtain repeated administrations of the same or parallel 
test forms because of cost, testing burden, and the effects of student memory and practice. 
However, it is possible to estimate the percentages of the students who would be consistently 
classified with the assumption that the same test is independently administered twice to the 
same group of students. 

The approach that Livingston and Lewis (1995) took, which we implemented here, uses 
information about the reliability of the students’ domain scale scores, the cut points, and the 
observed distribution of scores. Then, using a four-parameter beta distribution, we model the 
distribution of the true scale scores and of the domain scale scores on a parallel form. The 
Livingston and Lewis procedure requires that the reliability estimate of the students’ scores on 
a test form be provided when calculating the classification consistency and accuracy indices. 
For Listening and Reading, we used the Rasch student separation reliability estimates by grade-
level clusters in the procedure. Since the Writing and Speaking tests were tiered, we needed to 
produce a single reliability estimate across tiers to implement the Livingston and Lewis 
procedure. This is a weighted reliability estimate across tiers (see Section 5.1).  

Overall classification accuracy indicates the percentage of all students whom we would 
classify into the same language proficiency level by both their domain scale scores and their 
true scale scores (i.e., the percentage of students whom we accurately classified). For example, 
an overall classification accuracy index of 0.774 means that we would classify 77% of the 
students into the same proficiency level according to their domain scale scores and their true 
scale scores. Overall classification consistency indicates the percentage of all students 
whom we would classify into the same language proficiency levels by their performances on 
both the administered test and on a parallel test. For example, an overall classification 
consistency index of 0.664 means that we would classify 66% of the students into the same 
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proficiency level if they took two parallel forms of the test. A classification consistency index is 
always lower than its corresponding classification accuracy index because, in classification 
consistency, a classification based on a student’s performance on the administered test and a 
classification based on that student’s performance on a parallel test are both subject to 
measurement error. In contrast, in classification accuracy, only the classification based on a 
student’s performance on the administered test contains error while we assume that the 
classification based on that student’s true scale score is free of measurement error.  

Overall classification accuracy and consistency indices indicate the degree to which we 
accurately and consistently classify students into the same WIDA proficiency levels, but not the 
degree to which we accurately or consistently classify students into the proficiency levels below 
or above the specific cut point (e.g., at the PL 4/PL 5 cut point). The indices that can address 
this question are marginal classification accuracy and consistency indices based on 
domain scale scores at the cut points. From an accountability perspective, the most 
important indices for test users and policymakers to examine are the marginal classification 
accuracy and consistency indices.  

The marginal classification accuracy indices based on domain scale scores at the cut 
points report the percentage of students whom we accurately placed into proficiency levels 
above and below each cut point based on their domain scale scores. For example, a 
classification accuracy index of 0.774 at the PL 4/PL 5 cut point means that we would classify 
77% of the students in the same way using their domain scale scores or their true scale scores, 
either into the proficiency levels below the cut point (i.e., PL 1 to PL 4) or into the proficiency 
levels above the cut point (i.e., PL 5 to PL 6). The marginal classification consistency 
indices based on domain scale scores at the cut points report the percentage of students 
whom we would classify consistently above and below each cut point based on their domain 
scale scores. For example, a classification consistency index of 0.664 at the PL 4/PL 5 cut 
point means that we would classify 66% of the students in the same way if they took two 
parallel forms, either into the proficiency levels below the cut point (i.e., PL 1 to PL 4) or into 
the proficiency levels above the cut point (i.e., PL 5 to PL 6). Note that the marginal accuracy 
and consistency indices are generally higher for students’ domain scale scores at the cut points 
than are the overall classification accuracy and consistency indices (Livingston, 2018). This is 
because the marginal accuracy and consistency indices report the classification decisions at 
one cut point at a time while the overall accuracy and consistency indices report the 
classification decisions at all five cut points at the same time. 

The interactions of several factors affect the calculation of classification accuracy and 
consistency: (1) the number of proficiency level cut points, (2) the magnitude of the test score 
reliability coefficient, (3) measurement accuracy for scale scores at the cut points, (4) the 
distances between adjacent cut points, (5) the locations of the cut points on the ability scale, 
and (6) the proportion of students’ scale scores around a cut point (Ercikan & Julian, 2002; Lee 
et al., 2002). These factors are functions of the test design and, most importantly, the 
standard-setting decisions. The indices are lower when there is a greater number of proficiency 
levels, a lower test score reliability coefficient, and higher measurement accuracy of the scale 
scores at the cut points, as well as when the two adjacent cut points are closer, and when more 
students’ domain scale scores are around a cut point. Furthermore, the numbers and types of 
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items on a test affect the calculation of the test score reliability coefficient. The lower the test 
score reliability, the lower the classification accuracy and consistency indices would be. For 
example, the test score reliability coefficient for the ACCESS Online Writing domain raw scores 
would be lower than the test score reliability coefficients for similar tests that include more 
items or tasks since we estimate the test score reliability coefficient for ACCESS Online Writing 
domain raw scores based on students’ performance on only two tasks. Therefore, the 
classification accuracy and consistency indices for the Writing domain might be lower than 
those for other domains. 

For each test domain, we present three tables. The first reports indices that describe the overall 
accuracy and overall consistency of the proficiency level classifications for each grade level. 
The second reports the marginal classification accuracy indices based on domain scale scores 
at the cut points for each grade level. The third reports the marginal classification consistency 
indices based on domain scale scores at the cut points for each grade level. If we could not 
estimate the overall and marginal classification accuracy and consistency indices because we 
classified fewer than 200 students into a given proficiency level, we combined the affected 
proficiency level and the proficiency level below it and placed ‘N/A’ in the table for the affected 
proficiency level. 

Assessment experts have issued little guidance to aid in making judgments about the ideal or 
expected levels of decision consistency and accuracy needed for educational assessments 
since many different factors affect the calculation of these indices, as discussed earlier. To help 
test users and policymakers interpret the results from our classification analyses, for each of 
the ACCESS test domains, we report the range of the overall classification accuracy and 
consistency indices across grades. Additionally, we highlight the grade with the lowest 
classification accuracy and consistency indices. Since the overall accuracy and consistency 
indices are summaries of the degree of classification accuracy and consistency across all 
proficiency level cut points, we also report the marginal classification accuracy and consistency 
indices for these grades to identify the specific source(s) of low classification accuracy and 
consistency. 

For Listening, as shown in Table 5.4.1.1, the overall classification accuracy indices ranged from 
0.570 to 0.740, and the overall classification consistency indices ranged from 0.464 to 0.677. 
Grade 11 had the lowest overall classification accuracy and consistency indices for Listening.  

For Reading, as shown in Table 5.4.2.1, the overall classification accuracy indices ranged from 
0.589 to 0.708, and the overall classification consistency indices ranged from 0.477 to 0.615. 
Grade 1 had the lowest overall classification accuracy and consistency indices for Reading. 

For Writing, as shown in Table 5.4.3.1, the overall classification accuracy indices ranged from 
0.549 to 0.738, and the overall classification consistency indices ranged from 0.498 to 0.640. 
Grade 5 had the lowest overall classification accuracy and consistency indices for Writing. 

For Speaking, as shown in Table 5.4.4.1, the overall classification accuracy indices ranged from 
0.626 to 0.767, and the overall classification consistency indices ranged from 0.526 to 0.677. 
Grade 5 had the lowest overall classification accuracy and consistency indices for Speaking. 
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From an accountability perspective, the most important indices for test users and policymakers 
to examine are the marginal classification accuracy and consistency indices. To help them 
interpret our results, we report for each domain the range of the marginal classification 
accuracy and consistency indices across grades and then highlight the grades (and the cut 
points within those grades) that had the lowest marginal classification accuracy and the lowest 
classification consistency. 

For Listening, the marginal classification accuracy indices based on scale scores at the cut 
points ranged from 0.868 to 0.982 (Table 5.4.1.2), and the marginal classification consistency 
indices ranged from 0.821 to 0.974 (Table 5.4.1.3). Grade 9, at the PL 3/4 cut point, had the 
lowest marginal classification accuracy and consistency indices. 

For Reading, the marginal classification accuracy indices based on scale scores at the cut points 
ranged from 0.853 to 0.982 (Table 5.4.2.2), and the marginal classification consistency indices 
ranged from 0.801 to 0.972 (Table 5.4.2.3). Grade 1, at the PL 1/2 cut point, had the lowest 
marginal classification accuracy and consistency indices. Note that grade 1 also had the lowest 
overall classification accuracy index in the Reading domain. The low marginal classification 
accuracy and consistency at the PL 1/2 cut point appeared to have contributed to its low overall 
classification accuracy. However, it should be noted that the marginal classification accuracy 
and consistency indices for grade 1 Reading are still in the 0.80 to mid-0.90 range. 

For Writing, the marginal classification accuracy indices based on scale scores at the cut points 
ranged from 0.654 to 0.998 (Table 5.4.3.2), and the marginal classification consistency indices 
ranged from 0.631 to 0.998 (Table 5.4.3.3). Grade 5, at the PL 3/4 cut point, had the lowest 
marginal classification accuracy and consistency indices. Note that grade 5 also had the lowest 
overall classification accuracy and consistency indices in the Writing domain. For grade 5, the 
low marginal classification accuracy and consistency at the PL 3/4 cut point appeared to have 
contributed to their low overall classification accuracy and consistency. 

For Speaking, the marginal classification accuracy indices based on scale scores at the cut 
points ranged from 0.806 to 0.998 (Table 5.4.4.2), and the marginal classification consistency 
indices ranged from 0.766 to 0.998 (Table 5.4.4.3). Grade 7, at the PL 3/4 cut point, had the 
lowest marginal classification accuracy indices, and grade 12, at the PL 5/6 cut point, has the 
lowest consistency indices. However, it should be noted that the marginal classification 
accuracy and consistency indices for grades 7 and 12 Speaking are still in the 0.70 to mid-0.90 
range. 

When we compared the overall and marginal classification accuracy and consistency indices 
based on the domain scale scores for a particular grade, we saw that in many instances they 
told the same story (i.e., for a given grade, when the overall classification accuracy and 
consistency indices were low, then the marginal classification accuracy and consistency indices 
also tended to be low).  

We observed that in the domains of Listening, Writing, and Speaking, the marginal classification 
accuracy and consistency indices for PL cut points in the middle of the proficiency level range 
(i.e., PL 2/3 and PL 3/4 cut points) tended, on average, to be lower than the marginal 
classification accuracy and consistency indices for cut points at the lower and upper ends of the 
range, a finding that is consistent with findings from previous researchers (Ercikan & Julian, 
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2002; Lee et al., 2002). One possible reason might be that the cut points for the proficiency 
levels in the middle of the proficiency level range tend to be closer together than the cut points 
for the proficiency levels at the ends of that range. (Cut points tend to be closer to each other 
when there are many proficiency levels.) We would expect marginal classification accuracy and 
consistency to vary for different ability levels due to variations in measurement accuracy. That 
is, the further away the students’ domain scale scores are from the cut points, the smaller the 
classification errors would be, or the more accurate the classification decisions would be. With 
many proficiency levels, there are more student domain scale scores near the cut points than 
there would be if there were fewer proficiency levels. Therefore, the higher the number of 
proficiency levels, the higher the probability that we would misclassify students (Ercikan & 
Julian, 2002). Additionally, the intervals between cut points that are in the middle of the 
ACCESS proficiency level range are smaller than the intervals between cut points that are at 
the upper and lower ends of the proficiency level range. Consequently, the marginal 
classification accuracy and consistency indices based on the domain scale scores for the PL 2/3 
and PL 3/4 cut points tend to be lower than for other cut points, as we might expect.  

Although assessment experts have issued little guidance to aid in making judgments about the 
ideal or expected levels of decision consistency and accuracy needed for educational 
assessments since many different factors affect the calculation of these indices, as discussed 
earlier, the ranges of the classification accuracy and consistency indices for the ACCESS 
domains are very similar to those reported for similar testing programs such as ELPA21 
(American Institutes of Research, 2018), except for the Writing domain. Since the ACCESS 
Online Writing test consists of only two tasks, the test score reliability estimate may be lower 
than similar writing tests that include more tasks. The classification accuracy and consistency 
indices derived using the Livingston and Lewis (1995) procedure are affected by the magnitude 
of the test score reliability, which is lower when a test has fewer tasks. Also note that we would 
not expect the indices estimated for ACCESS domains to be the same as those computed in 
other programs, because testing programs differ in their student populations, the numbers of 
proficiency levels, their test designs, their score distributions, and the methods used to 
compute classification accuracy and consistency indices. For example, compared to similar 
testing programs, students taking ACCESS represent a much larger and more diverse 
population. Additionally, the ACCESS testing program defines more proficiency levels than 
other similar testing programs, and the ACCESS test design is more complex. Therefore, it is 
difficult to compare the classification accuracy and consistency indices for ACCESS domains to 
those for other testing programs. 
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ability), a traditional internal consistency index such as Cronbach’s coefficient alpha is not 
appropriate, since statisticians who devised such indices assumed that items in a test measure 
similar ability. It is more appropriate to report a stratified Cronbach’s coefficient alpha (Feldt & 
Brennan, 1989), which measures consistency in students’ composite scale scores when those 
scores are based on students’ responses to sets of items that measure different abilities. A 
stratified alpha is a weighted average of Cronbach’s coefficient alphas for item sets that differ 
in the maximum score points or “strata.” Stratified alpha is a reliability estimate computed by 
dividing the test into components (strata), computing Cronbach’s coefficient alpha separately 
for the scale scores for each component, and then using the results to estimate a reliability 
coefficient for the composite scale scores.  

In computing the stratified Cronbach’s coefficient alphas for ACCESS composite scale scores, 
we treated each domain that makes up a composite as a separate component (or stratum). For 
example, when computing the stratified Cronbach’s coefficient alphas for students’ Literacy 
scale scores, we entered the variances of the students’ scale scores for two components (i.e., 
Reading and Writing) and the weights of those two components. The stratified Cronbach’s 
coefficient alpha is interpreted like other traditional internal consistency statistics such as 
Cronbach’s coefficient alpha. Like Cronbach’s coefficient alpha, a stratified Cronbach’s 
coefficient alpha is an estimate of the proportion of the total variance in the students’ 
composite scale scores that the variance in their true composite scale scores can explain.  

Because of the differential weights applied to the ACCESS domains that contribute to the 
students’ composite scale scores, the stratified Cronbach’s coefficient alpha is weighted by the 
contribution that each domain makes to the students’ composite scale scores (Kamata, Turhan, 
& Darandari, 2003; Kane & Case, 2004; Rudner, 2001). Specifically, the formula is  

 
where  

k = the number of components (domains) j that contribute to the composite 

wj = the weight of component (domain) j  

σj
2 = the variance of the students’ scale scores for component (domain) j  

σc
2 = the variance of the students’ composite scale scores 

ρj = the reliability coefficient for students’ scale scores for component (domain) j. 

As is true for Cronbach’s coefficient alpha (see the explanation in Section 5), there is no one set 
of criteria that the testing community uses when interpreting stratified Cronbach’s coefficient 
alpha values. There is little consensus among the experts in their views of what the acceptable 
lower limit of the stratified Cronbach’s coefficient alpha value should be, or for that matter, how 
one should interpret various values. This lack of consensus led the authors of the Standards for 
Educational and Psychological Measurement (2014) to conclude, “The choice of 
[reliability/precision] estimation and the minimum acceptable level for any index remain a 
matter of professional judgment” (p. 41).  
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The tables in this section report the stratified Cronbach’s coefficient alphas for the students’ 
scale scores for each of the four composites (Oral, Literacy, Comprehension, and Overall). The 
first table for each composite provides stratified Cronbach’s coefficient alphas for all students’ 
composite scale scores. The second table for each composite provides the same information 
for the population of female students and the population of male students. The third table 
provides information by ethnicity, for Hispanic and Other students, and the fourth table 
provides information for the population of students who have an IEP. 

The first column of each table shows the grade-level clusters. The tables report the input values 
that we used to compute the stratified Cronbach’s coefficient alphas (i.e., the number of 
components for each composite, each component’s weight, and the variance of the students’ 
scale scores for each component). See Chapter 3 for an explanation of the procedures we used 
to compute the composite scale scores.  

For the students’ scale scores in the Listening and Reading domain components, the reliability 
coefficient is the Rasch student separation reliability coefficient, provided in Section 5.1.  

For the students’ scale scores in the Writing and Speaking domain components, which have 
multiple test forms for each grade-level cluster, we derived a single reliability coefficient for the 
grade-level cluster. To produce this single value, we weighted Cronbach’s coefficient alpha for 
each of the tiers in the grade-level cluster (provided in Section 5.1) by the number of students 
who were administered the tier form. The weighted average is shown in the tables.  

For each relevant domain component, we report the variance of the students’ domain scale 
scores. We also report the variance of the students’ composite scale scores. When we 
computed the variances of the students’ domain scale scores and the variances of the students’ 
composite scale scores, we included the students who had valid scores for all four domains.  

Finally, the tables present the computed stratified Cronbach’s coefficient alphas for students’ 
scale scores for each composite, by grade-level cluster. 

Additionally, we used the stratified Cronbach’s coefficient alphas, presented in the tables in this 
section, to produce the Accuracy and Consistency classification tables for the composites 
(Section 5.7). The stratified Cronbach’s coefficient alphas for the Oral scale scores computed 
for all students was 0.92 (Table 5.5.1.1). The stratified Cronbach’s coefficient alphas for the Oral 
scale scores were 0.92 for male students; ranged from 0.91 to 0.92 for female students (Table 
5.5.1.2); 0.92 to 0.93 for Hispanic students; 0.90 to 0.91 for Other students (Table 5.5.1.3); and 
0.90 to 0.92 for students with an IEP (Table 5.5.1.4).  

The stratified Cronbach’s coefficient alphas for the Literacy scale scores computed for all 
students ranged from 0.89 to 0.90 (Table 5.5.2.1). The stratified Cronbach’s coefficient alphas 
for the Literacy scale scores ranged from 0.89 to 0.90 for male students; 0.88 to 0.90 for 
female students (Table 5.5.2.2); 0.88 to 0.89 for Hispanic students; 0.87 to 0.90 for Other 
students (Table 5.5.2.3); and 0.85 to 0.89 for students with an IEP (Table 5.5.2.4).  

The stratified Cronbach’s coefficient alphas for the Comprehension scale scores computed for 
all students ranged from 0.91 to 0.93 (Table 5.5.3.1). The stratified Cronbach’s coefficient 
alphas for the Comprehension scale scores ranged from 0.91 to 0.94 for male students; 0.91 to 
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5.6 Conditional Standard Errors of Measurement of the Composite Scale 
Scores 

CSEMs for the four ACCESS composite scale scores provide test users with a benchmark 
indicating how free a student’s composite scale score is from measurement errors at different 
WIDA proficiency levels. Due to the differential weights applied to different ACCESS domains 
(see the introduction to Section 3 for weighting conventions), WIDA estimates the CSEMs 
using a procedure that is based on IRT (Lord, 1980) and developed by Price, Lurie, Raju, Wilkins, 
and Zhu (2006). Price et al. (2006) extended the work by Lord (1980) and Kolen, Hanson, and 
Brennan (1992) in estimating the CSEMs of students’ composite scale scores consisting of 
components. The basic premise of this procedure is that one can empirically estimate the 
CSEM for a student’s weighted composite scale score using the IRT-based CSEMs for each 
student’s component scale scores and the weights associated with the components. We used 
this method to estimate the CSEMs for ACCESS composite scale scores by treating the 
ACCESS domains as components.  

We used a three-step process to derive the CSEM for each ACCESS composite scale score. We 
calculated a unique CSEM for each composite scale score by grade. Since this procedure relies 
on empirical student data, which are subject to year-to-year fluctuations, we used all population 
student data from all previous three ACCESS 2.0 series in our calculations to obtain more 
stable estimates than using data from just a single series. 

Step 1. Since we calibrated ACCESS domains separately, measurement errors associated with 
each of the ACCESS domains, as expressed in the CSEM, were independent of each other. 
Therefore, we estimated the CSEM for a student’s composite scale score x, 𝑆𝐸𝑀𝑥, using the 
equation derived by Price et al. (2006): 

𝑆𝐸𝑀𝑥 = √𝑊1
2𝑆𝐸𝑀1

2 + 𝑊2
2𝑆𝐸𝑀2

2 + 𝑊3
2𝑆𝐸𝑀3

2 + ⋯ + 𝑊𝑘
2𝑆𝐸𝑀𝑘

2 

Where 𝑆𝐸𝑀𝑖
2 is the student’s IRT-based score error variance or the squared CSEM for the 

student’s scale score for ACCESS domain i, and 𝑊𝑖 is the weight applied to domain i, for i=1,…,k.  

Step 2. Due to the differential weights applied to different ACCESS domains, two students 
with the same weighted domain scale scores may have composite scale scores with different 
CSEMs; therefore, we instituted an additional step to obtain a unique CSEM value for each 
composite scale score. Specifically, we estimated the expected value of the CSEM functions 
for a composite scale score using a regression approach, and we reported this expected value 
as the CSEM for that composite scale score.  

Step 3. We applied a linear smoothing procedure to derive the CSEMs for composite scale 
scores that we did not observe in the data. 

The figures in this section show graphically the CSEMs for various composite scale scores by 
grade level. The students’ composite scale scores appear on the horizontal axis, and the 
corresponding CSEMs appear on the vertical axis. Each point in a figure represents a student in 
the dataset, showing the relationship between the CSEM and that student’s composite scale 
score. We did not plot values for students who received the lowest possible scale scores for any 
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ACCESS domains, as it is not possible to compute accurately the CSEM for these students’ 
scale scores. For grade-level clusters with multiple grades, we use different colors in the figures 
to represent students in different grades.  

The five vertical lines in the figure indicate the five ACCESS composite scale score cut points 
for the highest grade in the grade-level cluster for the test form, dividing the figure into six 
sections representing the six WIDA proficiency levels.  

Smaller CSEM values indicate less measurement error (i.e., greater measurement accuracy). In 
general, these figures show that the CSEMs are smaller and fairly constant in the middle of the 
composite scale score range but larger and more variable for extremely low and high composite 
scale scores. This is to be expected since we used an IRT approach when scaling ACCESS, 
which typically produces larger CSEMs for scale scores that are at the lower and the higher 
ends of the scale score range. In addition, because students exit the EL program when they 
demonstrate that they are English language proficient, the number of students whose 
composite scale scores are at the extreme high end of the score range is typically small, as 
compared to the number of students whose composite scale scores are in the middle of the 
score range. Therefore, the measurement errors associated with the composite scale scores at 
the extremely high end of the score range tend to be larger since the calculation of these scale 
scores is based on the test performances of fewer students. 
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5.6.1 Oral 

5.6.1.1 Grade 1 

Figure 5.6.1.1 

CSEM for Composite Scale Scores: Oral 1 S602 Online 
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5.6.1.2 Grades 2–3 

Figure 5.6.1.2 

CSEM for Composite Scale Scores: Oral 2–3 S602 Online 
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5.6.1.3 Grades 4–5 

Figure 5.6.1.3 

CSEM for Composite Scale Scores: Oral 4–5 S602 Online 
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5.6.1.4 Grades 6–8 

Figure 5.6.1.4 

CSEM for Composite Scale Scores: Oral 6–8 S602 Online 
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5.6.1.5 Grades 9–12 

Figure 5.6.1.5 

CSEM for Composite Scale Scores: Oral 9–12 S602 Online 
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5.6.2 Literacy 

5.6.2.1 Grade 1 

Figure 5.6.2.1 

CSEM for Composite Scale Scores: Litr 1 S602 Online 
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5.6.2.2 Grades 2–3 

Figure 5.6.2.2 

CSEM for Composite Scale Scores: Litr 2–3 S602 Online 
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5.6.2.3 Grades 4–5 

Figure 5.6.2.3 

CSEM for Composite Scale Scores: Litr 4–5 S602 Online 
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5.6.2.4 Grades 6–8 

Figure 5.6.2.4 

CSEM for Composite Scale Scores: Litr 6–8 S602 Online 
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5.6.2.5 Grades 9–12 

Figure 5.6.2.5 

CSEM for Composite Scale Scores: Litr 9–12 S602 Online 
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5.6.3 Comprehension 

5.6.3.1 Grade 1 

Figure 5.6.3.1 

CSEM for Composite Scale Scores: Cphn 1 S602 Online 
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5.6.3.2 Grades 2–3 

Figure 5.6.3.2 

CSEM for Composite Scale Scores: Cphn 2–3 S602 Online 
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5.6.3.3 Grades 4–5 

Figure 5.6.3.3 

CSEM for Composite Scale Scores: Cphn 4–5 S602 Online 
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5.6.3.4 Grades 6–8 

Figure 5.6.3.4 

CSEM for Composite Scale Scores: Cphn 6–8 S602 Online 
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5.6.3.5 Grades 9–12 

Figure 5.6.3.5 

CSEM for Composite Scale Scores: Cphn 9–12 S602 Online 
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5.6.4 Overall 

5.6.4.1 Grade 1 

Figure 5.6.4.1 

CSEM for Composite Scale Scores: Over 1 S602 Online 
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5.6.4.2 Grades 2–3 

Figure 5.6.4.2 

CSEM for Composite Scale Scores: Over 2–3 S602 Online 
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5.6.4.3 Grades 4–5 

Figure 5.6.4.3 

CSEM for Composite Scale Scores: Over 4–5 S602 Online 
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5.6.4.4 Grades 6–8 

Figure 5.6.4.4 

CSEM for Composite Scale Scores: Over 6–8 S602 Online 
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5.6.4.5 Grades 9–12 

Figure 5.6.4.5 

CSEM for Composite Scale Scores: Over 9–12 S602 Online 
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5.7 Accuracy and Consistency of Composites  

One of the main purposes of the WIDA ACCESS program is to identify students' English 
language proficiency level concerning the WIDA ELD Standards. Because of the emphasis on 
classifying student performance, a question of interest is how accurately and consistently the 
ACCESS composite scale scores can classify students into WIDA proficiency categories 
determined by the 2016 ACCESS standard-setting process (Cook & MacGregor, 2017). 
Although states in the WIDA Consortium take into consideration one or more of the domain and 
composite scale scores when making accountability decisions, all WIDA Consortium states use 
the Overall composite scale score as the primary score when making classification decisions 
about students. Therefore, it is especially important to examine the accuracy and consistency 
of the classifications based on the Overall composite scale scores to help test users and 
policymakers judge the utility of this information and make decisions about score reporting 
(American Educational Research Association et al., 2014). The analyses utilize the methods that 
Livingston and Lewis (1995) and Young and Yoon (1998) outlined, as implemented in the 
software program BB-CLASS (Brennan, 2004; cf. also Lee et al., 2002).  

The method and descriptions of the classification accuracy and consistency indices reported in 
this section appear in detail in Section 5.4. The only substantive methodological difference 
between the estimation of the classification accuracy and consistency of the domain scale 
scores versus the composite scale scores is that to estimate the classification accuracy and 
consistency of the composite scale scores, we first estimate the reliability of the composite 
scale scores using a stratified Cronbach’s coefficient alpha, as described in Section 5.4. 

For each composite, we present three tables. The first table reports the overall accuracy and 
the overall consistency indices for each grade. The second table reports the marginal 
classification accuracy indices based on the composite scale scores at the cut points for each 
grade. The third table reports the marginal classification consistency indices based on the 
composite scale scores at the cut points for each grade. 

If we could not estimate the overall and marginal classification accuracy and consistency indices 
because there were fewer than 200 students in the proficiency level, we collapsed the affected 
proficiency level with the level below it and placed ‘N/A’ in the table for the affected proficiency 
level. 

As noted in Section 5.4, assessment experts have issued very little guidance to aid in making 
judgments about the ideal or expected levels of decision consistency and accuracy needed for 
educational assessments. To help test users and policymakers interpret the results from our 
analyses, we report for each composite the range of these indices, highlighting the grade with 
the lowest classification accuracy and consistency indices for that composite. Since overall 
accuracy and consistency indices are summaries of the degree of classification accuracy and 
consistency for the composite scale scores across all proficiency level cut points, we also 
examine the marginal classification accuracy and consistency indices for these grades to 
identify the specific source(s) of low classification accuracy and consistency. 

For the Oral composite, as shown in Table 5.7.1.1, the overall classification accuracy indices 
ranged from 0.651 to 0.757, and the overall classification consistency indices ranged from 
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0.547 to 0.667 across grades. The lowest overall classification accuracy and consistency 
indices were found for students in grade 5. 

For the Literacy composite, as shown in Table 5.7.2.1, the overall classification accuracy indices 
ranged from 0.682 to 0.778, and the overall classification consistency indices ranged from 
0.571 to 0.693 across grades. Grade 5 had the lowest overall classification accuracy and 
consistency indices. 

For the Comprehension composite, as shown in Table 5.7.3.1, the overall classification accuracy 
indices ranged from 0.648 to 0.721, and the overall classification consistency indices ranged 
from 0.539 to 0.623 across grades. Grade 1 had the lowest overall classification accuracy and 
consistency indices. 

For the Overall composite, as shown in Table 5.7.4.1, the overall classification accuracy indices 
ranged from 0.737 to 0.824, and the overall classification consistency indices ranged from 
0.643 to 0.753 across grades. Grade 5 had the lowest overall classification accuracy and 
consistency indices. 

The results reveal that grade 5 had the lowest overall classification accuracy and consistency 
indices for the Oral, Literacy, and Overall composites, while grade 1 had the lowest overall 
classification accuracy and consistency indices for the Comprehension composite. 

From an accountability perspective, the most important indices for test users and policymakers 
to examine are the marginal classification accuracy and consistency indices. We report for each 
composite the range of the marginal classification accuracy and consistency indices for the 
composite scale scores across grades and then highlight the grade (and the cut point within 
that grade) that had the lowest marginal classification accuracy and the lowest consistency 
indices. 

For the Oral composite, the marginal classification accuracy indices based on the scale scores 
at the cut points ranged from 0.892 to 0.998 (Table 5.7.1.2), and the marginal classification 
consistency indices ranged from 0.847 to 0.998 (Table 5.7.1.3). Grade 5, at the PL 4/5 cut 
point, had the lowest marginal classification accuracy and consistency indices. Note that grade 
5 also had the lowest overall classification accuracy and consistency indices for the Oral 
composite. The low marginal classification accuracy and consistency at the PL 4/5 cut point 
appeared to have contributed to its low overall classification accuracy and consistency. 
However, it should be noted that the marginal classification accuracy and consistency indices 
for the grade 5 Oral composite are still in the high 0.80 to mid-0.90 range. 

For the Literacy composite, the marginal classification accuracy indices based on the scale 
scores at the cut points ranged from 0.873 to 0.999 (Table 5.7.2.2), and the marginal 
classification consistency indices ranged from 0.822 to 0.999 (Table 5.7.2.3). Grade 5, at the 
PL 3/4 cut point, had the lowest marginal classification accuracy and consistency indices. Note 
that grade 5 also had the lowest overall classification accuracy and consistency indices for the 
Literacy composite. The low marginal classification accuracy and consistency at the PL 3/4 cut 
point appeared to have contributed to its low overall classification accuracy and consistency. 
However, it should be noted that the marginal accuracy and consistency indices for the grade 5 
Literacy composite are still in the high 0.80 to mid-0.90 range. 
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For the Comprehension composite, the marginal classification accuracy indices based on the 
scale scores at the cut points ranged from 0.900 to 0.975 (Table 5.7.3.2), and the marginal 
classification consistency indices ranged from 0.859 to 0.963 (Table 5.7.3.3). Grade 1, at the 
PL 2/3 cut point, had the lowest marginal classification accuracy and consistency indices. Note 
that grade 1 also had the lowest overall classification accuracy and consistency indices for the 
Comprehension composite. The low marginal classification accuracy and consistency at the PL 
2/3 cut point appeared to have contributed to its low overall classification accuracy and 
consistency. However, it should be noted that the marginal accuracy and consistency indices for 
the grade 1 Comprehension composite are still in the high 0.80 to mid-0.90 range. 

For the Overall composite, the marginal classification accuracy indices based on the scale 
scores at the cut points ranged from 0.912 to 0.999 (Table 5.7.4.2), and the marginal 
classification consistency indices ranged from 0.876 to 0.999 (Table 5.7.4.3). Grade 5 had the 
lowest marginal classification accuracy at the PL 3/4 cut point. Note that grade 5 also had the 
lowest overall classification accuracy and consistency indices for the Overall composite. The 
low marginal classification accuracy and consistency at the PL 3/4 cut points appeared to have 
contributed to its low overall classification accuracy and consistency. However, it should be 
noted that the marginal accuracy and consistency indices for the grade 5 Overall composite are 
still in the high 0.80 to mid-0.90 range. 

When we compared the overall and marginal classification accuracy and consistency indices for 
the composites for a particular grade, we saw that in many instances they told the same story 
(i.e., for a given grade, if the overall classification accuracy and consistency indices were low, 
then the marginal classification accuracy and consistency indices also tended to be low). This 
was especially true for grade 5 for three of the four composites (Oral, Literacy, and Overall). 
Grade 5 had the lowest overall and marginal classification accuracy and consistency indices for 
these composites. Similarly, grade 1 had the lowest overall and marginal classification accuracy 
and consistency indices for the Comprehension composite. In addition, the lowest marginal 
classification accuracy and consistency based on the composite scale scores occurred at the PL 
2/PL 3, PL 3/PL 4, and PL 4/PL 5 cut points. A higher number of proficiency levels typically 
results in cut points that are closer to each other than if there were a smaller number of 
proficiency levels. We would expect marginal classification accuracy and consistency to vary for 
different ability levels due to variations in measurement accuracy. That is, the further away the 
students’ composite scale scores are from the cut points, the smaller the classification errors 
would be, or the more accurate the classification decisions would be. With many proficiency 
levels, there are more student composite scale scores near the cut points than there would be if 
there were fewer with only two proficiency levels. Therefore, the higher the number of 
proficiency levels, the higher the probability that students would be misclassified (Ercikan & 
Julian, 2002). The marginal classification accuracy and consistency indices based on the 
composite scale scores for cut points that are in the middle range tend to be lower than for 
other cut points, as we might expect.  

Assessment experts have issued little guidance to aid in making judgments about the ideal or 
expected levels of decision consistency and accuracy needed for educational assessments that 
report composite scale scores. From an accountability perspective, the most important indices 
are the marginal classification accuracy and consistency indices. The marginal classification 
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6. Quality Control  

6.1 Content Development Quality Control  

The Center for Applied Linguistics (CAL) utilizes educators and other consultants at a number 
of phases throughout the test development cycle. These educators and consultants are 
recruited, vetted, and trained by CAL and/or WIDA and make crucial contributions to these 
phases of the test development cycle. The phases of development in which educators or 
consultants are involved, as well as the procedures and criteria for recruitment and training, are 
described below.  

Theme Generation: During theme generation, CAL and WIDA recruit educators to generate 
raw ideas to be used in new item development. Educators with ESL or content-area expertise 
and two or more years of teaching experience in a WIDA state (in the grade-level cluster for 
which they will generate themes) are invited to participate. Recruitment also focuses on a 
geographical distribution of educators from across the consortium. Upon selection, educators 
participate in a short training that introduces the theme generation process, along with how to 
understand the item specifications that they use to generate themes.  

Item Writing: CAL recruits professional item writers to generate raw item/task content based 
on the ideas from theme generation. To recruit item writers, CAL has a standing announcement 
on its website asking prospective item writers to submit their resume and fill out a survey 
describing their past item-writing experience. CAL selects individuals with significant 
experience in writing items, both in large-scale assessment programs (ESL/EFL or ELA) and in 
other contexts (e.g., writing items for assessment programs in university-based ESL programs).  

Item writers undergo a 90-minute orientation prior to beginning item writing. This training 
focuses on the item specifications, the process and procedures, the item writing checklist, the 
acceptance criteria for the items, and the security protocols. Item writers also receive an item 
writing handbook, which formalizes the content of the orientation, along with assignment of 
themes to develop and the associated item specifications. After the orientation, CAL language 
testing specialists and managers provide feedback to the item writers on the items, focusing on 
alignment with the item writing checklist and the item specifications. After completion of item 
writing for a given development cycle, item writers are evaluated by CAL staff for their 
compliance with the requirements and the quality of their items.  

Standards Expert Review: After items have been drafted by item writers, CAL language 
testing specialists review all of the raw content internally. This review focuses on determining 
which sets of items will move on to further development and which will be discontinued, based 
on criteria from an item review checklist. The language testing specialists then do minor editing 
and formatting to the items to make sure that they are complete, with no stray comments or 
other editorial notes from previous drafts, and they produce a short questionnaire for each set 
of items that becomes part of Standards Expert review. The purpose of Standards Expert 
review is to ensure that the items are appropriate for the grade level and intended difficulty 
level in terms of both the content and the language, and the items have not drifted from their 
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intended target between theme generation and item writing. The questionnaires produced by 
CAL’s language testing specialists guide the Standards Experts through the review process, 
asking questions specific to the purpose of this review.  

Educators are recruited jointly by CAL and WIDA to serve as Standards Experts; educators with 
ESL or content-area expertise and two or more years of teaching experience in a WIDA state 
are invited to participate. Recruitment also focuses on a geographical distribution of educators 
from across the consortium. Standards Experts receive written instructions and a questionnaire 
to complete for each set of items they review.  

Bias & Sensitivity and Content Review: After Standards Expert review has been completed, 
all items undergo an additional phase of review and revision internal to CAL, leading up to Bias 
& Sensitivity and Content Review. These are technically two separate reviews, although a single 
recruitment effort is conducted by WIDA, and the reviews occur consecutively in a single week 
(generally 3 days for Content review followed by 2 days for Bias & Sensitivity review). As with 
other reviews, educators for Content review must have at least 2 years of ESL teaching 
experience (with a preference for content-area experience as well). Recruitment also focuses 
on selecting educators with a variety of cultural and linguistic backgrounds and obtaining a 
geographical distribution of educators from across the consortium. Recruitment for Bias & 
Sensitivity review focuses on selecting educators with culturally and linguistically diverse 
backgrounds who have experience interacting with English learners from a range of cultural, 
regional, religious, linguistic, ethnic, and socioeconomic backgrounds.   

At the beginning of both Bias & Sensitivity and Content review meetings, CAL and WIDA staff 
conduct an intensive training to orient the reviewers to the specific purpose of the review (Bias 
& Sensitivity or Content), how to use the review checklist and what to look for in the review, and 
the procedures and security protocols for the review. Then, the reviews are conducted in 
breakout groups by grade-level cluster (or combinations of grade-level clusters; for example, 
Bias & Sensitivity review of grade 1 and grades 2–3 is often combined). Although Bias & 
Sensitivity and Content reviews are generally held in-person, the reviews for the Writing domain 
occur virtually each year due to timeline constraints. For both the in-person and virtual 
contexts, CAL and WIDA facilitators are present in each breakout group to guide the educators 
in their reviews of the materials.  

Writing Tryouts: For the Writing domain, all tasks in the Writing test are subject to tryouts in 
the field. The Writing tryouts only occur once the tasks have been through a thorough Bias & 
Sensitivity and Content review and subsequent revision. CAL and WIDA recruit educators who 
are willing to administer the Writing tasks to their students; these educators are classroom ESL 
or content teachers who work with ELs. All students who participate are required to have 
parent/guardian consent.  

Once the students complete the Writing tasks, both the students and educators fill out 
questionnaires. Student questionnaires focus on whether the students understood the task, 
their engagement with the task, and their ability to complete the task; educator surveys ask the 
teachers to evaluate the effectiveness of the task input, the appropriateness of the task, the 
comparability of the task with other classroom-based writing tasks, and the ability of the 
students to complete the task.  
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CAL provides the teachers with a number of documents outlining the procedures for 
administering the tasks, recording student responses to the tasks, recording student and 
teacher responses to the questionnaires, and protecting the personally identifiable information 
of the students. CAL staff are also available throughout the tryouts process to answer any 
questions the teachers might have. Following the Writing tryouts, CAL specialists review the 
writing responses both qualitatively and quantitatively, providing WIDA with a report on how the 
Writing tasks performed.  

6.2 Test Administration Quality Control  

This section describes how WIDA monitors test administration to ensure standardized test 
administration procedures are implemented with fidelity across districts and schools. To 
support standardized administrations, WIDA provides test administrators with a series of 
resources, such as a test administration manual, a training course, and a Test Administration 
Script for each assessment.  

Qualifications of Test Administrators: Before, during, and after a state’s testing window, 
educators hold various roles to ensure all tasks are carried out for successful test 
administration. These roles include test coordinators at the district and school level and test 
administrators. The test administrator administers and monitors the test, and is also responsible 
for managing student data prior to, during, and after testing.  

WIDA has worked directly with each state education agency to develop the ACCESS for ELLs 
Checklist for the school year. This list highlights all tasks that need to be completed before, 
during, and after testing within a school or district and outlines which tasks are assigned to Test 
Coordinators at the district and school level and to Test Administrators. It also provides 
additional guidance that a state expects test administrators to follow as they prepare for and 
administer the ACCESS for ELLs suite of assessments.  

Test administrators are responsible for reviewing each state’s checklist in detail prior to 
completing any training and for working with the district or school test coordinator to complete 
these tasks. The state’s checklist can be found in the training course and on each state’s WIDA 
webpage.  

The training course within the WIDA Secure Portal is where educators can access both training 
to become certified to administer ACCESS for ELLs as well as additional materials and 
resources to assist administrators and coordinators before, during, and after each state’s 
testing window. WIDA user accounts provide access to the training course and Facilitator 
Toolkit within the WIDA Secure Portal. Educators must pass an administration quiz at the end of 
the training with a score of 80% or higher. WIDA recommends taking the quiz immediately after 
completing the training. There is no limit to the number of times educators can attempt the 
quiz. Once individuals pass an administration quiz, training certificates within the WIDA Secure 
Portal are updated to reflect their status as a certified test administrator for that component of 
the assessment suite.  

Paper Testing (for Writing Grades 1–3): Depending on state, district, and school policy, not 
all test administrators will be responsible for initially labeling and/or bubbling booklets. 
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However, it is the responsibility of all test administrators and test coordinators to ensure that 
correct and complete information is either labeled or bubbled in each student booklet. Each 
state’s ACCESS for ELLs Checklist has more information on who is responsible for each task 
related to materials management in the state.  

To ensure all booklets have the detailed and necessary information needed to score, all test 
administrators must adhere to the following:  

• Prior to administration  
o Review labels and/or bubbled information to ensure all student information is 

accurate.  
o Complete labeling or bubbling if needed.  

• During administration  
o Distribute the test booklets, as applicable, to the correct students.  
o Verify that students have been given their assigned booklet.  

• Immediately following administration  
o Collect all material from all students.  
o Review student test booklets once more for any errors or discrepancies in 

student information.  
o Confirm all necessary fields are completed and all necessary labels are correctly 

adhered to student test booklets.  
o Ensure all booklets are in proper condition to be returned, with no loose or 

damaged pages.  
o Return test materials to a test coordinator or store the booklets in a secure area 

until they can be handed over to a test coordinator.  

Failure to address incorrect, missing, or incomplete booklet information and labels may result in 
late reporting or no student score. In addition, the WIDA Consortium’s national research agenda 
relies on complete and accurate student demographic data to inform the field and benefit 
English learners.  

When preparing test materials for return to DRC, test administrators need to confirm that any 
booklet that contains student response information has either a Pre-ID Label or a 
District/School Label with bubbled student information. If a booklet is unused, there is no need 
to place any labels on the booklet. Placing a label on a booklet will cause it to be processed (and 
either scored, if the label is a Pre-ID or School/District label, or not scored, if it is a Do Not 
Process label).  

6.3 Rater Quality Control  

Rater Training: Students who take the ACCESS for ELLs Paper Speaking test have their 
spoken responses scored by the test administrator who administered the Speaking test. 
Another term for this test administrator is rater. Raters must be trained and certified, so we can 
be confident that they interpret students’ spoken language consistently and fairly and that the 
scores are reported according to the WIDA English language proficiency standards. WIDA 
provides several different types of resources to support raters’ training and reliability.  
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Students who take ACCESS for ELLs Online have their spoken responses digitally recorded and 
then scored centrally by DRC’s trained raters. It is important that the individual who scores the 
spoken responses is trained and certified.  

WIDA provides a series of training modules in the Secure Portal on the WIDA website. ACCESS 
for ELLs Speaking test raters should complete three core modules:  

1. Overview and Test Structure  
2. Speaking Assessment Scoring Practice  
3. Speaking Assessment Recommended Practice  

WIDA strongly recommends that all new raters complete all three of these modules. These 
modules provide a comprehensive introduction to the ACCESS for ELLs Speaking test and the 
opportunity to learn how to score students’ spoken English reliably using the ACCESS for ELLs 
Speaking Scoring Scale.  

In addition to the modules described above, WIDA also releases supplemental training materials 
each year to refamiliarize experienced raters with the Speaking Scoring Scale and introduce 
new Speaking tasks and sample responses for the coming year. These materials, called 
Supplemental Training for the Speaking Assessment, reflect the Speaking tasks that will appear 
on the test in the current year. WIDA recommends that all raters (new and experienced) engage 
with these supplementary materials at the start of each scoring season. Reading and reviewing 
these materials will help raters maintain their reliability from year to year and contribute to the 
fairness of test scores awarded to all students.  

Rater Certification: After completing the training modules described above, new raters 
should take the relevant certification quiz. WIDA provides two quizzes: one for raters who will 
evaluate students in grades 1–5 and another for raters who will evaluate students in grades 6–
12. Raters should take the appropriate quiz.  

The purpose of the quiz is to ensure that raters have internalized the Speaking Scoring Scale 
and can apply it consistently. Only raters who pass the quiz(zes) should administer and score 
the ACCESS for ELLs Paper Speaking test.  

Checklist for Rater Training, Monitoring, and Recertification:  

• New raters complete all Speaking Assessment Training 
• New raters take and pass the appropriate certification quizzes 
• All raters recertify at the start of each testing season (review new materials, retake quiz)  
• Only certified raters administer and score the ACCESS for ELLs Speaking test 
• Raters do not evaluate their own students, if at all possible 
• Rater reliability and/or score point distributions are monitored regularly  

For more information on Writing rater QC, please refer to Part 1, Section 4.2. 

6.4 Score Reporting Quality Control 

WIDA conducts an annual score reporting quality control process to (1) verify the accuracy of 
paper-based test scores (i.e., ACCESS for ELLs Paper, Kindergarten ACCESS for ELLs, and 
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Alternate ACCESS) and (2) verify the accuracy of all score reports (the Individual Student 
Report, the Student Roster Report, the School Frequency Report, the District Frequency 
Report, and the State Frequency Report) for both ACCESS (Online, Paper, and Kindergarten) 
and Alternate ACCESS.  

The Score Reporting quality control is conducted at DRC’s offices in Maple Grove, Minnesota. 
The team generally includes five state education agency representatives, one CAL employee, 
and four WIDA employees. This team examines data from three districts: a primary district, for 
quality control of all score reports; a secondary district, for quality control of State Frequency 
Reports only; and a tertiary district for quality control of paper-based tests only.  

After an introductory presentation, which includes details of the quality control processes 
undertaken by DRC and WIDA and instructions on using the data entry tools, panelists begin by 
confirming the scoring of ACCESS Paper. Using the information in the State Student Response 
file, panelists enter the grade level, grade level cluster, tier, the Listening and Reading 
responses, and the Speaking and Writing scores into the data entry tool. The tool then 
calculates the student’s raw scores and, using a series of look-ups, the student’s scale score, 
proficiency level score, and confidence bands for all domains and composites. Panelists check 
student scores on the Individual Student Reports against those calculations. Any discrepancies 
are brought to the attention of the WIDA facilitator who investigates and, if there seems to be 
an issue with the report (rather than the data entry or data entry tool), discusses the issue 
further with DRC.  

The panelists follow a similar process with the Kindergarten ACCESS tests, but with the raw 
scores for these tests copied directly from the response booklets.  

After checking the paper-based tests, panelists turn their attention to the score reports. 
Panelists first check both the demographic information and the student scores in the Individual 
Student Reports against the information in the Student Roster Reports. Again, any 
discrepancies are brought to the attention of the facilitator, who investigates and discusses the 
issue with DRC if necessary. Panelists use the verified Individual Student Reports to check the 
Student Roster Report. Once the Student Roster Report is verified, panelists use it to check the 
State Frequency Report; they then use the verified State Frequency Reports to check the 
District Frequency Report. Finally, panelists check the State Frequency Reports against verified 
District Frequency Reports from the primary district along with District Frequency Reports from 
the secondary district.  

6.5 Data Forensic Quality Control 

Incidence of student plagiarism: DRC and WIDA have identified and confirmed instances of 
students plagiarizing responses of the Speaking and/or Writing tests for mostly clusters 68 and 
912 items. While scoring student responses, DRC identified these students’ responses as not 
being authentic to the student. WIDA staff have confirmed that students accessed the internet 
to look up specific wording from the task and to use information from a website in order to 
respond to the task. Some students produced spoken responses by utilizing an artificial voice 
(not the student’s own voice), via either translation software or screen reading functionality. 
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and 1 included a retired item. Thirty-six of the posts included operational items, and 1 included a 
field test item. On one post, we were unable to determine the item’s status due to the 
constraints of the social media platform. 

Across the 36 posts that included operational content, the following number of items were 
exposed: 

Listening 9–12: 3 items 

Reading 9–12: 1 item 

Speaking 6–8: 3 items 

Speaking 9–12: 3 items 

Writing 45: 1 item 

Writing 9–12: 2 items 

All posts were removed from social media upon request. 

An item is suspected of being exposed if any content appears on social media. The WIDA test 
development team reviewed images and videos to identify the exact screens that clearly 
contained content related to tasks, prompts, and response options. The WIDA psychometrics 
team conducted analyses comparing item performance before and after items were exposed 
against overall item performance. Item parameters from the previous testing year were 
compared against this year’s item parameters using the data with potential item exposure. 
WIDA also reviewed and compared item statistics before and after the items appeared on social 
media. Given that these posts were promptly removed from local devices or social media, the 
results suggested little variation regarding item performance. WIDA has decided to retain 
operational items for scoring, but exposed items were excluded from item calibration for 
verification studies for operational items and will not appear on future test administrations. Any 
field test items that were exposed will not be part of next year’s operational test. 

Caveon Data Forensic Analysis Results: WIDA hired Caveon to perform data forensic 
analysis during the 2023–2024 test administration cycle to examine whether ACCESS data has 
been compromised or has evidence of item exposure.  

Caveon security statistics are based on mathematical models, where the test response data are 
used to create a baseline model of normal or “typical” test taking among that population. 
Individuals or groups are then compared to the baseline, and observations that are significantly 
different from the baseline are flagged as anomalous. Caveon’s statistics are designed to be 
robust but also conservative regarding which and how many individuals or groups are flagged as 
anomalous, thereby reducing the chances of false-positive detections.  

Data forensics analysis was performed after the administration window for the following 
administrations:  

• December 2023 through August 2024 online multistage adaptive test administrations, 
Listening and Reading domains 

• December 2023 through August 2024 paper fixed-form administrations, Listening and 
Reading domains 
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The analysis utilized several of Caveon’s security statistics to detect evidence of whether the 
assessment instrument has been compromised through disclosure of the content. This analysis 
attempted to understand where and when disclosure of the test content may have occurred 
and what items and forms may have been affected. Results of this analysis might enable WIDA 
to take specific actions to limit the impact of disclosed content. Such actions may include 

• Republishing or reworking items or forms  
• Rotating disclosed items to limit their exposure  
• Designing a republication or rotation strategy for future items and forms  

Caveon security statistics were computed for each individual test instance. These data were 
aggregated or summarized at the group level. The aggregated statistics were compared 
against the population model.  

Analysis of Tests: Caveon aggregated the data according to individual test forms using the 
security statistics to determine whether rates of detections by the security statistics were 
higher for certain test forms. For fixed-form paper tests, two forms—A and B/C—were analyzed. 
For the multistage adaptive test, there is a finite number of ways a student could progress 
through the test. Caveon analyzed each pathway as a separate form. Higher rates of security 
detections for a specific form of the test suggest that compromise of the form may have 
occurred.  

Analysis of Items:  

Item security: In this portion of the analysis, the security of the items was evaluated using 
aberrance statistics. Aberrance statistics detect test-taking behaviors such as answering 
difficult items correctly but answering easy items incorrectly, or unusual patterns in the time 
taken to answer test items. In the absence of security issues, aberrant test taking is expected to 
be the result of poor or uneven test preparation, illness or other physical malady, mental and 
emotional distractions, and so forth. These factors usually result in lower levels of test 
performance. When aberrance is associated with higher performance, however, test fraud may 
have occurred, such as preknowledge of test content. By applying aberrance measures and 
comparing the performance between aberrant and nonaberrant test instances on individual 
items, inferences can be made about item security.  

Item performance changes: Analysis of item performance changes tracks individual item 
performance rates over time. The item performance shifts are measured within the context of 
the item response theory model and adjusted for varying test-taker performance levels. This 
means that detected performance shifts are invariant to fluctuations in the test-taker 
population. When performance shifts indicate the item has become significantly easier, the item 
may have been disclosed. Items with significant performance shifts become candidates for 
revision or replacement. Item performance shifts were detected with a granularity of 1 week, 
where Monday to Sunday represents 1 week.  

Analysis of Groups: 

Analysis by week: This analysis aggregates the data according to the week in which the test was 
taken to identify whether security threats and pass rates appeared to be more prevalent at 
certain times during the testing window. Increases in scores or security detections during 
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certain periods of time suggest the content may have been disclosed at some point prior to 
that time. This analysis also includes a form-date grouping to determine if increasing security 
threats are associated with a particular form of the test. This analysis is performed for online 
and paper tests, where relevant test date data are provided.  

Analysis of WIDA jurisdictions: Caveon analyzed WIDA member jurisdictions (states and 
districts) to determine whether rates of detections by the security statistics were higher for 
certain jurisdictions. This analysis is intended to detect whether compromise at the state or 
member jurisdiction level potentially occurred. This analysis is performed for online and paper 
tests. 

Analysis of administration mode: Caveon aggregates the data according to administration mode 
(i.e., online versus paper) to determine if security threats are associated with the mode of 
testing.  

Other Analyses: 

Analysis of mean score over time: Analysis of mean score over time was used to identify whether 
mean scores increased over time during the testing window. Increases in scores over time 
suggest the content may have been disclosed during the testing window.  

Findings of Data Forensic Analyses: Generally, no major data forensic anomalies were 
observed across WIDA states. A few minor localized anomalies associated with items are under 
WIDA’s investigation. 




